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Abstract

Cartoon-to-photo facial translation could be widely used in different applications, such
as law enforcement and anime remaking. Nevertheless, current general-purpose image-
to-image models usually produce blurry or unrelated results in this task. In this paper,
we propose a Cartoon-to-Photo facial translation with Generative Adversarial Networks
(CP-GAN) for inverting cartoon faces to generate photo-realistic and related face images.
In order to produce convincing faces with intact facial parts, we exploit global and local
discriminators to capture global facial features and three local facial regions, respectively.
Moreover, we use a specific content network to capture and preserve face characteristic and
identity between cartoons and photos. As a result, the proposed approach can generate
convincing high-quality faces that satisfy both the characteristic and identity constraints of
input cartoon faces. Compared with recent works on unpaired image-to-image translation,
our proposed method is able to generate more realistic and correlative images.

Keywords: Generative Adversarial Networks, image-to-image translation, cartoon-to-
photo translation

1. Introduction

Cartoon-to-photo facial translation is an interesting yet challenging task, which aims to
convert cartoon faces into the photo-realistic ones. This task could be used in many real-
world applications. For example, in criminal investigation, a witness can easily produce a
cartoon face image of the suspect by selecting the components of hairstyles, noises, eyes,
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Figure 1: Comparison of paired and unpaired data. The data in cartoon-to-photo facial
translation task are often unpaired. Here, the paired samples (the left panel)
are created manually by a web interface (bitmoji.com), which can translates
a face photo to a corresponding cartoon picture, such that the face and cartoon
images have the same identity. In contrast, the unpaired samples (the right panel)
consist of a source set {xi}Ni=1 ∈ X and a target set {yj}Mj=1 ∈ Y , where xi is
collected independently regardless of Y . For unpaired data, since there is no
extra information to indicate whether xi corresponds to yj , the learning task is
challenging.

eyebrows, and mouths. It would be much more efficient if the police can generate the
corresponding face photo from the cartoon image, rather than drawing a picture based on
the witness’s oral descriptions. Besides, anime has attracted much more fans than ever
before in recent years. It could be very interesting to see how the cartoon characters look
like in reality. Moreover, cartoon-to-photo facial translation can also help to remake anime
productions into the realistic version.

One potential method for cartoon-to-photo translation is to leverage paired training
samples (the left panel in Figure 1), which, however, suffers from expensive cost of data
collection. As alternatives, some existing works of image-to-image translation leverage un-
paired samples (the right panel in Figure 1) to perform the cartoon-to-photo application
(Liu et al., 2017; Zhu et al., 2017; Benaim and Wolf, 2017). Nevertheless, there are still
several challenges remaining to be addressed. First, in a generated face photo, some local
facial regions are easy to collapse, resulting in unrealistic face components. Next, a gener-
ated photo with intact facial regions may look blurry as a whole. Third, input and output
faces may be unrelated, which means that two photos involve two different identities.

To tackle the above issues, we propose a task-specific method to invert cartoon faces
to generate photo-realistic face images based on unpaired samples. We exploit Generative
Adversarial Networks (GANs) (Goodfellow et al., 2014) to learn a joint distribution of im-
ages in two domains. To make the generated faces sharp and recover the collapsed facial
parts, we divide an overall face image into several local regions and propose global and local
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discriminators to capture the joint distributions of overall faces and local regions, respec-
tively, in cartoon and photo domains. These encourage the generated faces to achieve high
face quality with intact facial parts. Moreover, inspired by neural style transfer (Johnson
et al., 2016b), we adopt a perceptual loss in the feature space defined by a face recognition
network to preserve the characteristic and identity of cartoon faces.

The main contributions of our work are summarized as follows:

• We propose a new task-specific method CP-GAN for cartoon-to-photo facial transla-
tion task;

• We combine global discriminator with well-designed local discriminator to encourage
the generated faces to achieve high face quality with intact facial parts;

• Experimental results demonstrate that CP-GAN not only highly preserves the char-
acteristic and identity of cartoon faces, but also achieves good face quality on cartoon-
to-photo facial translation task.

The remainer of the paper is organized as follows. In Section 2, we briefly review some
important related works. Next, we present our proposed CP-GAN method in Section 3.
Section 4 shows experimental results on real-world datasets, and Section 5 concludes the
whole paper.

2. Related Work

2.1. Generative Adversarial Networks

Generative adversarial networks (GANs) have shown impressive results in image generation
(Arjovsky et al., 2017; Gulrajani et al., 2017; Radford et al., 2016; Karras et al., 2018; Cao
et al., 2018) and translation (Arjovsky et al., 2017; Gulrajani et al., 2017; Kim et al., 2017).
GANs conduct a two-player minimax game, in which a discriminator aims to distinguish
between real and generated samples, while a generator attempts to fool the discriminator
with realistic generate samples. During the adversarial learning procedure, the discriminator
is trained to obtain better distinguishable ability, and the generator is trained to generate
higher-quality samples that are indistinguishable from real samples.

In order to improve the stability of the training of GANs, some variants of GANs are
proposed in the last two years Nowozin et al. (2016); Chen et al. (2016); Roth et al. (2017).
Salimans et al. (2016) developed several techniques according to experimental experience.
Motivated by the Wasserstein discrepancy in optimal transport, Arjovsky et al. (2017)
proposed Wasserstein GANs with a new objective function, which is derived from the dual
form of the Wasserstein discrepancy. After that, Gulrajani et al. (2017) further improved
Wasserstein GANs by penalizing the gradient values of parameters. Mao et al. (2017) also
designed a new objective function for GANs based on the least square loss. Qi (2017)
proposed loss-sensitive GANs to focus on generated samples with poor qualities.

In order to generate images involving specific information, some variants of GANs are
proposed for different applications. For example, in (Mirza and Osindero, 2014), label con-
dition is introduced into GANs to generate images with a given label. GAN-CLS generates
object pictures according to given text descriptions (Reed et al., 2016). In (Isola et al.,
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2017), image-to-image translation is investigated based on paired training data. CAAE
applies conditional model to generate faces with a predefined age given a face photo Zhang
et al. (2017). DR-GAN finds pose-invariant face features and synthesizes identity-preserving
faces given a face photo and a target pose code Tran et al. (2017).

2.2. Unpaired Image-to-Image Translation

In many real-world applications, it is expensive or difficult to collect sufficient paired train-
ing data for image translation. Therefore, image-to-image translation based on unpaired
training data has been attracting more and more attention. CoGAN exploits a parameter-
sharing strategy to learn common representations shared by different image domains (Liu
and Tuzel, 2016). UNIT extends CoGAN later by combining GANs and variational auto-
encoders (Liu et al., 2017). SimGAN (Shrivastava et al., 2017) applies `1 loss to measure
the pixel difference between a synthetic picture and a generated refined picture. Similarly,
DTN (Taigman et al., 2017) measures the difference between an input and output in a
feature space. In (Zhu et al., 2017), CycleGAN leverages the cycle consistency scheme to
preserve the common information between input and output images. The similar idea is
also used in DualGAN (Yi et al., 2017) and DiscoGAN (Kim et al., 2017).

The above-mentioned works are general-purpose approaches for unpaired image transla-
tion without considering the specific characteristics in the application of cartoon-to-photo.
In this paper, instead, we target the cartoon-to-photo facial translation task and propose
a generative adversarial network to produce realistic face photos with preserved identity
information. To achieve this, we introduce a specific content network to capture identity
information. Moreover, we design a local discriminator to distinguish between real and
generated local regions of face photos.

2.3. Neural Style Transfer

Neural style transfer is a special case of unpaired image-to-image translation (Gatys et al.,
2016; Johnson et al., 2016b; Luan et al., 2017). Different from the above works that consider
multiple image domains, neural style transfer usually combines the content of one picture
and the style of another picture. The perceptual loss is used to preserve the content, and
the Gram matrix statistics are commonly used to match the style. This task focuses on the
content and style of a single image. In this cartoon-to-photo application, we consider two
different image domains and leverage the adversarial loss to capture the “style” of the face
images.

3. Method

Our goal is to learn a joint distribution of faces in cartoon domain X and photo domain
Y , given unpaired training samples {xi}Ni=1 ∈ X and {yj}Mj=1 ∈ Y . As shown in Figure 2,
our network consists of four components: a cartoon-to-photo facial translation network G,
a global discriminator Dg, a local discriminator Dl, and a content network C. Dg aims to
distinguish between real face photos {y} and generated face photos {G(x)}, and Dl aims to
distinguish between real photo patches {yPi } and generated patches {G(x)Pi }, where three
patches are extracted from each photo, i.e., i ∈ {1, 2, 3}. G tries to generate realistic face
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Figure 2: Illustration of the proposed method. After the generator G transfers a cartoon
face x into the generated face G(x), x and G(x) are fed successively to the pre-
trained content network C. G is updated based on the content loss between two
outputs of C, while C is not updated. Next, we extract three patches respectively
from G(x) and a real sample y, and then feed them into the local discriminator
Dl. Dl forces three patches of G(x) to be plausible and photo-realistic. Moreover,
the global discriminator Dg encourages G to translate x into the output G(x) in-
distinguishable from y. In this figure, the full lines connecting to two images
denote that we feed these two images successively into the model.

photos {G(x)} to fool the discriminators Dg and Dl, such that the generated pictures will be
incorrectly classified as real. Moreover, we introduce the content network C to capture the
characteristic and identity within an input cartoon picture and the corresponding generated
face photo, and minimize the distance between them.

3.1. Global and Local Adversarial Losses

Both cartoon face and real face consist of several local components, such as eyes, eyebrows,
nose, mouth and so on. These components are connected to each other with their positions
and shapes. To generate high-quality real faces when given the cartoon faces, we need not
only to learn the data distribution of the overall faces but also pay attention to refine the
local elements of the face. To this end, we propose a global and local adversarial learning
scheme to train our network.
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Global Discriminator. Global discriminator is used to encourage the generator to
capture the joint distribution of overall faces in cartoon and photo domains. It aims to
capture overall facial information and produces real faces with plausible facial shape and
skin texture. Through experiments, we observe that there exist two problems when using
the global discriminator alone. Firstly, the generated faces achieve high image quality but
some facial parts collapse. Secondly, each facial part is intact while the overall faces look
blurry. To tackle the above problems and better preserve the local face details, we propose
a local discriminator.

Local Discriminator. The local discriminator Dl is used to recover the collapsed parts
and make faces sharper. Ideally, local discriminator aims to learn the joint distribution of
each facial component in cartoon and photo domains. However, we cannot extract facial
components precisely because of the limitation of labels. In practice, three equal-sized
patches are extracted from a real image y based on its 5 landmarks (left eye, right eye,
nose, left mouth, left and right mouth corners), where each patch is padded as the size of y
before fed into Dl, as shown in Figure 3. The first patch contains eyebrows and eyes, while
the other two patches contain nose and mouth, respectively. We do the same operation for
the generated face {G(x)}. Moreover, we preserve the original position of each patch in the
padded images as additional conditions for Dl, which helps Dl capture the distribution of
each part independently.

The objective of the global and local facial adversarial learning scheme can be expressed
as (Goodfellow et al., 2014):

LGAN (G,Dg) =Ey∼pdata(y)[logDg(y)]

+ Ex∼pdata(x)[log(1−Dg(G(x)))],
(1)

LGAN (G,Dl) =Ey∼pdata(y)Ei=1,2,3[logDl(y
P
i )]

+ Ex∼pdata(x)Ei=1,2,3[log(1−Dl(G(x)Pi ))].
(2)

Here, we hope to find G to generate the global face G(x) and local specified faces G(x)pi=1,2,3,
so that they can achieve similar appearance to real ones by minimizing LGAN (G,Dg) and
LGAN (G,Dl). Specifically, we seek to solve the following minimax problem to obtain an
optimal solution (G∗, D∗g , D

∗
l ):

(G∗, D∗g , D
∗
l ) = arg min

G
max
Dg ,Dl

LGAN (G,Dg) + λLGAN (G,Dl), (3)

where λ is a trade-off parameter. In our design, the global discriminator is used to encourage
the generator to learn overall face information including facial shape and skin texture, while
local discriminator is used to ensure that each local facial part is intact.

3.2. Content Loss

Besides the high quality in image generation, we also require that the generated face photos
look similar to the given cartoon pictures. To achieve this, we exploit the content network
C to capture the characteristic and identity information of an input picture, thus obtaining
the content representation of the input. By minimizing the difference between the content
representations of the input cartoon picture x and the corresponding generated face photo
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Figure 3: The cropping and padding scheme for local adversarial learning. Three equal-
sized regions are extracted from the input and padded as the size of the input.
These specified regions contain eyebrows and eyes, nose, and mouth.

G(x), these two pictures are encouraged to have similar representations. As a result, the
content information of the input picture can be preserved. The objective to minimize is
given as follows:

Lcontent(G,C) =
1

2
Ex∼pdata(x)||C(G(x))− C(x)||2, (4)

where C(x) and C(G(x)) are the feature maps.
In this task, the face identity is the common information of cartoon and photo faces.

Here, we use the face identity feature extracted by a pretrained model with the high accuracy
of face recognition, instead of the one learned from scratch without huge number of training
samples and face identity labels.

3.3. Full Objective Function

By considering the content loss, we reformulate our final objective as follows:

L(G,D,C) = LGAN (G,Dg) + λLGAN (G,Dl) + γLcontent(G,C), (5)

where λ and γ are trade-off parameters.
In Eq. (5), we exploit both global and local adversarial losses to make the generated faces

plausible, and apply the content loss to capture the common information between cartoon
faces and generated faces, i.e., the characteristic and identity. The content network and the
local discriminator work cooperatively, which can achieve more precise translation. In this
paper, we employ the alternative optimization method to address Problem (5) (Goodfellow
et al., 2014; Mirza and Osindero, 2014).
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Figure 4: Comparison with state-of-the-art. (a) Input, (b) CycleGAN (Zhu et al., 2017),
(c) UNIT (Liu et al., 2017), (d) Distance GAN (Benaim and Wolf, 2017), (e)
Ours.

Input CycleGAN UNIT DistGAN Ours Input CycleGAN UNIT DistGAN Ours

Figure 5: Challenging characteristics: the facial attributions, e.g. beard, lipstick, eyelashes
are preserved by CP-GAN.
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4. Experiments

We organize the experiments as follows. First, we provide the implementation details. Sec-
ond, we introduce data collection and baselines in Section 4.2 and 4.3, respectively. Third,
in Section 4.4, we compare the performance of proposed method with several related base-
lines. Fourth, we conduct an ablation study on the effect of global and local discriminators
in Section 4.5. Last, we investigate the effect of the content loss in Section 4.6.

4.1. Implementation Details

Our approach is based upon the promising fast neural style transfer architecture (Johnson
et al., 2016a). We adopt the Light CNN-9 model (Wu et al., 2015) as the specific content
network for preserving the face identity, which is trained on MS-Celeb-1M (Guo et al.,
2016). We choose the transformer network in (Johnson et al., 2016a) as our generator,
which includes two convolutions with stride two, five residual blocks (He et al., 2016) and
two specific up-sampling layers. Global and local discriminators have the same network
that mainly consists of four blocks, each of which contains a stride-2 convolution, Instance
Normalization and a leaky ReLU with the parameter of 0.2. A batch size of 1 and a learning
rate of 10−4 are adopted for all our experiments. Empirically, we set λ = 10−1 and γ = 10−2.
Our method is implemented in PyTorch.

4.2. Data Collection and Evaluation Metrics

For cartoon-to-photo facial translation task, we collect two datasets containing cartoon
faces and real faces. For cartoon images, we select 10,000 facial cartoon avatars created
by an online service( bitmoji.com) and label their 5 landmarks (left eye, right eye, nose,
left mouth, left and right mouth corners). In order to obtain real face images, we extract
66, 382 frontal faces from CelebA dataset (Liu et al., 2015). Additionally, to alleviate the
artifacts caused by various backgrounds or other factors, each face in these two datasets is
aligned and cropped as 128× 128× 3 size based on the 5 landmarks.

For quantitative evaluation, we divide the cartoon dataset into a training set (containing
8500 images) and a testing set (containing 1500 images), and adopt Fréchet Inception
Distance (FID) (Heusel et al., 2017) as well as MS-SSIM (Odena et al., 2017) to evaluate
the qualities of samples transfered by the testing images. Specifically, FID is able to capture
the similarity of generated images to real ones. In general, a smaller value of FID means
better performance. MS-SSIM measures the diversity of generated samples and the value
ranges from 0.0 to 1.0. Higher MS-SSIM values correspond to perceptually more similar
images.

We further conduct a human study via Amazon Mechanical Turk (AMT). For each
method, we randomly choose 700 cartoon images and the corresponding generated photos,
and ask annotators on AMT to pick up the best one that preserves the identity information.
Each test case is scored 5 times, resulting in 3,500 human judgments for each method.
Finally, we record the percentage of the human judgments where the result is preferred over
the other methods.
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Table 1: Quantitative results of different methods.

Cartoon UNIT CycleGAN Distance GAN CP-GAN

FID 313.73 58.05 81.55 75.62 31.60

MS-SSIM 0.3238 0.5420 0.4357 0.2972 0.3169

Table 2: Human evaluation on identity perserving.

UNIT CycleGAN Distance GAN CP-GAN

Similarity 28% 17% 8% 31%

4.3. Baselines

To evaluate the performance of the proposed method, three state-of-the-art unpaired image-
to-image models are adopted as baselines, including UNIT (Liu et al., 2017), CycleGAN
(Zhu et al., 2017), and Distance GAN (Benaim and Wolf, 2017).

• UNIT (Liu et al., 2017) This method combines generative adversarial networks
and variational auto-encoders based on Coupled GANs (Liu and Tuzel, 2016) to learn
a shared latent representation using a weight sharing constraint.

• CycleGAN (Zhu et al., 2017) To learn common information between X and Y
domains, this approach uses two translators G : X → Y and F : Y → X trained simul-
taneously and adds a cycle constraint that encourages F (G(x)) ≈ x and G(F (y)) ≈ y.

• Distance GAN (Benaim and Wolf, 2017) DistanceGAN is a method of learning
G : X → Y without learning F : Y → X by maintaining the distance between
different parts of the same sample before and after translation.

4.4. Comparison with State of the Art

In this section, we compare CP-GAN with other state-of-the-art methods. Both visual
quality and quantitative comparisons are conducted to evaluate the performance of the
proposed method.

We first compare the visual quality of the synthetic images generated by CP-GAN with
three baseline methods. As shown in Figure 4, all methods can produce meaningful images
and preserve rough facial structures. However, the samples generated by CycleGAN lack
photo-realistic details and look blurring. UNIT tends to produce similar faces and Distance
GAN fails to preserve identity. Compared to the state-of-the-art methods, CP-GAN is able
to produce plausible faces with more and better facial details. Moreover, the identity of the
given cartoon face can be preserved on the generated face image.

The beard is one of the obvious male facial characteristics. Except for preserving iden-
tity, we still need to capture and translate beard on male cartoon face. As shown in Figure
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CPFT-GAN

w/o Global D

w/o Local D

Input

Figure 6: Ablating comparison: the generated results of CP-GAN and its variants.

Table 3: FID and MS-SSIM scores of ablation study.

w/o Global D w/o Local D CP-GAN

FID 113 54.87 31.60

MS-SSIM 0.33 0.43 0.31

5 (left), compared to the baselines, our method can successfully preserve the local feature of
beard without loss of quality and identity. For the women, the makeup can be considered
as a necessity. Therefore, we aim to generate female faces with good makeup effects. In
Figure 5 (right), benefits from local D, the makeups of mouth and eyes ( lipstick, the color
of pupils, eyelashes) on female cartoon face can be preserved and transferred to the relevant
ones in the realistic world. These results demonstrate the effectiveness of CP-GAN when
transforming challenging samples.

We further evaluate the performance of CP-GAN using FID (Heusel et al., 2017) and
MS-SSIM (Odena et al., 2017). The scores of different methods are shown in Table 1, where
the method “cartoon” means that the results are evaluated on the cartoon images. From the
results in Table 1, CP-GAN achieves the best performance in terms of FID, which indicates
that the samples generated by CP-GAN are more similar to the real faces. Distance GAN
has the lowest value of MS-SSIM, but its FID score is relatively large. It means that
although Distance GAN keeps the largest diversity, the qualities of the generated faces are
limited. Differently, CP-GAN produces convincing faces while keeping a comparable large
diversity.

Moreover, we conduct a perceptual experiment using Amazon Mechanical Turk platform,
comparing the proposed method to other baselines. In Table 2, each cell lists the percentage
of the human judgments where the result is preferred over the other methods. This human
evaluation shows that our method outperforms other methods in term of identity preserving.
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Figure 7: Discussion of the content loss: (a) input, (b) the output when γ = 0.001, (c) the
output when γ = 0.01, (d) the output when γ = 0.1.

4.5. Analysis of the Global and Local D

In this section, we perform experiments to evaluate the effectiveness of the proposed global
and local discriminators in cartoon-to-photo facial translation. Firstly, we train the gener-
ator G just using global D. Next, we replace global D with local D to update G. Finally,
the generator G is updated by both global and local D.

As shown in Figure 6, when only using global D, some parts of produced faces collapse
and some faces tend to be blurry. With regards to the results generated just using local D,
each part of the generated faces is intact and clear, but the skin texture of these faces are
fractured between two patches. Especially, the first and last patches are hardly updated by
local D and still keep the textures of given cartoon faces. Because our clipping and padding
scheme ignores these two patches and just focuses on the main three patches. The results
of both using global and local D illustrate that global and local discriminators encourage
G to generate the results which achieve high face quality with intact facial parts.

In Table 3, the model without global D has the highest the FID score since its generated
faces consist of fractured patches. CP-GAN has both the lowest FID and MS-SSIM scores,
which demonstrates that local GAN can help global GAN produce more convincing results.

4.6. Analysis of the Content Loss

The comparison results using different γ are shown in Figure 7. Furthermore, in Figure 8,
we present the tendencies of the content loss using different γ during training. In all three
experiments, we set λ = 0.1. In Figure 8, when γ = 0.01, the content loss is remained
constant at 1.00. The main trends of the content loss using γ = 0.001 and γ = 0.1 are
opposite with divergence and convergence, respectively. According to the results shown in
Figure 7, we observe that the produced face using γ = 0.001 loses the content information
since the tendency presented on Figure 8 is divergent. On the contrary, the generated face
using γ = 0.1 is highly similar to the input, because the content loss is convergent. These
illustrate that if γ is too small, the results would lose the identity of the cartoon faces, while
if γ is too large, the effect of adversarial component could be ignored. Empirically, only
keeping the content loss roughly constant can make the content network and adversarial
component work cooperatively, which can produce convincing results.
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Figure 8: Evolution of content loss with different γ.

5. Conclusions

In this paper, we propose CP-GAN to tackle the problem of cartoon-to-photo facial trans-
lation. The proposed global discriminator encourages the generator to produce faces with
high-quality global features, and the proposed local discriminator recovers the collapsed fa-
cial regions and makes the generated faces sharper. In order to preserve the characteristics
and identities of cartoon faces, we exploit a face recognition model as the content network,
instead of learning the preserved common information from scratch. As a result, our net-
work can generate high-quality faces with intact facial regions and preserve the identity
information in the given cartoon faces. Experimental results demonstrate that our pro-
posed approach is able to generate convincing images and outperform the state-of-the-art
methods.
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