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Abstract—High-resolution representations are essential for position-sensitive vision problems, such as human pose estimation,
semantic segmentation, and object detection. Existing state-of-the-art frameworks first encode the input image as a low-resolution
representation through a subnetwork that is formed by connecting high-to-low resolution convolutions in series (e.g., ResNet,
VGGNet), and then recover the high-resolution representation from the encoded low-resolution representation. Instead, our proposed
network, named as High-Resolution Network (HRNet), maintains high-resolution representations through the whole process. There are
two key characteristics: (i) Connect the high-to-low resolution convolution streams in parallel ; (ii) Repeatedly exchange the information
across resolutions. The benefit is that the resulting representation is semantically richer and spatially more precise. We show the
superiority of the proposed HRNet in a wide range of applications, including human pose estimation, semantic segmentation, and
object detection, suggesting that the HRNet is a stronger backbone for computer vision problems. All the codes are available
at https://github.com/HRNet.

Index Terms—HRNet, high-resolution representations, low-resolution representations, human pose estimation, semantic
segmentation, object detection.

F

1 INTRODUCTION

D EEP convolutional neural networks (DCNNs) have
achieved state-of-the-art results in many computer

vision tasks, such as image classification, object detection,
semantic segmentation, human pose estimation, and so on.
The strength is that DCNNs are able to learn richer repre-
sentations than conventional hand-crafted representations.

Most recently-developed classification networks, in-
cluding AlexNet [61], VGGNet [102], GoogleNet [109],
ResNet [40], etc., follow the design rule of LeNet-5 [63].
The rule is depicted in Figure 1 (a): gradually reduce the
spatial size of the feature maps, connect the convolutions
from high resolution to low resolution in series, and lead to
a low-resolution representation, which is further processed for
classification.

High-resolution representations are needed for position-
sensitive tasks, e.g., semantic segmentation, human pose es-
timation, and object detection. The previous state-of-the-art
methods adopt the high-resolution recovery process to raise
the representation resolution from the low-resolution repre-
sentation outputted by a classification or classification-like
network as depicted in Figure 1 (b), e.g., Hourglass [85], Seg-
Net [3], DeconvNet [87], U-Net [97], SimpleBaseline [126],
and encoder-decoder [92]. In addition, dilated convolutions
are used to remove some down-sample layers and thus yield
medium-resolution representations [15], [148].

We present a novel architecture, namely High-Resolution
Net (HRNet), which is able to maintain high-resolution repre-
sentations through the whole process. We start from a high-
resolution convolution stream, gradually add high-to-low
resolution convolution streams one by one, and connect the
multi-resolution streams in parallel. The resulting network
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consists of several (4 in this paper) stages as depicted in Fig-
ure 2, and the nth stage contains n streams corresponding to
n resolutions. We conduct repeated multi-resolution fusions
by exchanging the information across the parallel streams
over and over.

The high-resolution representations learned from HR-
Net are not only semantically strong but also spatially
precise. This comes from two aspects. (i) Our approach
connects high-to-low resolution convolution streams in par-
allel rather than in series. Thus, our approach is able to
maintain the high resolution instead of recovering high
resolution from low resolution, and accordingly the learned
representation is potentially spatially more precise. (ii) Most
existing fusion schemes aggregate high-resolution low-level
and high-level representations obtained by upsampling
low-resolution representations. Instead, we repeat multi-
resolution fusions to boost the high-resolution representa-
tions with the help of the low-resolution representations,
and vice versa. As a result, all the high-to-low resolution
representations are semantically strong.

We present two versions of HRNet. The first one, named
as HRNetV1, only outputs the high-resolution representa-
tion computed from the high-resolution convolution stream.
We apply it to human pose estimation by following the
heatmap estimation framework. We empirically demon-
strate the superior pose estimation performance on the
COCO keypoint detection dataset [76].

The other one, named as HRNetV2, combines the rep-
resentations from all the high-to-low resolution parallel
streams. We apply it to semantic segmentation through
estimating segmentation maps from the combined high-
resolution representation. The proposed approach achieves
state-of-the-art results on PASCAL-Context, Cityscapes, and
LIP with similar model sizes and lower computation com-
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(a) (b)

Fig. 1. The structure of recovering high resolution from low resolution. (a) A low-resolution representation learning subnetwork (such as
VGGNet [102], ResNet [40]), which is formed by connecting high-to-low convolutions in series. (b) A high-resolution representation recovering
subnetwork, which is formed by connecting low-to-high convolutions in series. Representative examples include SegNet [3], DeconvNet [87], U-
Net [97] and Hourglass [85], encoder-decoder [92], and SimpleBaseline [126].

plexity. We observe similar performance for HRNetV1 and
HRNetV2 over COCO pose estimation, and the superiority
of HRNetV2 to HRNet1 in semantic segmentation.

In addition, we construct a multi-level representation,
named as HRNetV2p, from the high-resolution representa-
tion output from HRNetV2, and apply it to state-of-the-art
detection frameworks, including Faster R-CNN, Cascade R-
CNN [9], FCOS [112], and CenterNet [28], and state-of-the-
art joint detection and instance segmentation frameworks,
including Mask R-CNN [39], Cascade Mask R-CNN, and
Hybrid Task Cascade [12]. The results show that our method
gets detection performance improvement and in particular
dramatic improvement for small objects.

2 RELATED WORK

We review closely-related representation learning tech-
niques developed mainly for human pose estimation [43],
semantic segmentation and object detection, from three
aspects: low-resolution representation learning, high-
resolution representation recovering, and high-resolution
representation maintaining. Besides, we mention about
some works related to multi-scale fusion.
Learning low-resolution representations. The fully-
convolutional network approaches [81], [100] compute low-
resolution representations by removing the fully-connected
layers in a classification network, and estimate their coarse
segmentation maps. The estimated segmentation maps are
improved by combining the fine segmentation score maps
estimated from intermediate low-level medium-resolution
representations [81], or iterating the processes [60]. Similar
techniques have also been applied to edge detection, e.g.,
holistic edge detection [130].

The fully convolutional network is extended, by re-
placing a few (typically two) strided convolutions and
the associated convolutions with dilated convolutions, to
the dilation version, leading to medium-resolution repre-
sentations [14], [15], [68], [138], [148]. The representations
are further augmented to multi-scale contextual representa-
tions [15], [17], [148] through feature pyramids for segment-
ing objects at multiple scales.

Recovering high-resolution representations. An upsample
process can be used to gradually recover the high-resolution
representations from the low-resolution representations.
The upsample subnetwork could be a symmetric version
of the downsample process (e.g., VGGNet), with skipping
connection over some mirrored layers to transform the pool-
ing indices, e.g., SegNet [3] and DeconvNet [87], or copying
the feature maps, e.g., U-Net [97] and Hourglass [6], [7],
[22], [25], [53], [85], [110], [134], [135], encoder-decoder [92],
and so on. An extension of U-Net, full-resolution residual
network [94], introduces an extra full-resolution stream that

carries information at the full image resolution, to replace
the skip connections, and each unit in the downsample
and upsample subnetworks receives information from and
sends information to the full-resolution stream.

The asymmetric upsample process is also widely stud-
ied. RefineNet [72] improves the combination of upsam-
pled representations and the representations of the same
resolution copied from the downsample process. Other
works include: light upsample process [5], [19], [74], [126],
possibly with dilated convolutions used in the back-
bone [49], [71], [93]; light downsample and heavy up-
sample processes [116], recombinator networks [41]; im-
proving skip connections with more or complicated con-
volutional units [50], [91], [147], as well as sending in-
formation from low-resolution skip connections to high-
resolution skip connections [155] or exchanging informa-
tion between them [35]; studying the details of the up-
sample process [122]; combining multi-scale pyramid rep-
resentations [18], [127]; stacking multiple DeconvNets/U-
Nets/Hourglass [32], [124] with dense connections [111].

Maintaining high-resolution representations. Our work is
closely related to several works that can also generate high-
resolution representations, e.g., convolutional neural fab-
rics [99], interlinked CNNs [154], GridNet [30], and multi-
scale DenseNet [44].

The two early works, convolutional neural fabrics [99]
and interlinked CNNs [154], lack careful design on when to
start low-resolution parallel streams, and how and where
to exchange information across parallel streams, and do
not use batch normalization and residual connections, thus
not showing satisfactory performance. GridNet [30] is like
a combination of multiple U-Nets and includes two sym-
metric information exchange stages: the first stage passes
information only from high resolution to low resolution,
and the second stage passes information only from low
resolution to high resolution. This limits its segmentation
quality. Multi-scale DenseNet [44] is not able to learn strong
high-resolution representations as there is no information
received from low-resolution representations.

Multi-scale fusion. Multi-scale fusion1 is widely studied [8],
[15], [19], [30], [44], [52], [98], [99], [130], [133], [148], [154].
The straightforward way is to feed multi-resolution images
separately into multiple networks and aggregate the output
response maps [113]. Hourglass [85], U-Net [97], and Seg-
Net [3] combine low-level features in the high-to-low down-
sample process into the same-resolution high-level features
in the low-to-high upsample process progressively through
skip connections. PSPNet [148] and DeepLabV2/3 [15] fuse
the pyramid features obtained by pyramid pooling module

1. In this paper, Multi-scale fusion and multi-resolution fusion are
interchangeable, but in other contexts, they may not be interchangeable.
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Fig. 2. An example of a high-resolution network. Only the main body is illustrated, and the stem (two stride-2 3 × 3 convolutions) is not included.
There are four stages. The 1st stage consists of high-resolution convolutions. The 2nd (3rd, 4th) stage repeats two-resolution (three-resolution,
four-resolution) blocks. The detail is given in Section 3.

and atrous spatial pyramid pooling. Our multi-scale (res-
olution) fusion module resembles the two pooling mod-
ules. The differences include: (1) Our fusion outputs four-
resolution representations other than only one, and (2) our
fusion modules are repeated several times which is inspired
by deep fusion [105], [118], [128], [145], [151].

Our approach. Our network connects high-to-low con-
volution streams in parallel. It maintains high-resolution
representations through the whole process, and generates
reliable high-resolution representations with strong position
sensitivity through repeatedly fusing the representations
from multi-resolution streams.

This paper represents a very substantial extension of
our previous conference paper [106] with an additional
material added from our unpublished technical report [107]
as well as more object detection results under recently-
developed start-of-the-art object detection and instance seg-
mentation frameworks. The main technical novelties com-
pared with [106] lie in threefold. (1) We extend the net-
work (named as HRNetV1) proposed in [106], to two
versions: HRNetV2 and HRNetV2p, which explore all the
four-resolution representations. (2) We build the connection
between multi-resolution fusion and regular convolution,
which provides an evidence for the necessity of exploring
all the four-resolution representations in HRNetV2 and
HRNetV2p. (3) We show the superiority of HRNetV2 and
HRNetV2p over HRNetV1 and present the applications of
HRNetV2 and HRNetV2p in a broad range of vision prob-
lems, including semantic segmentation and object detection.

3 HIGH-RESOLUTION NETWORKS

We input the image into a stem, which consists of two stride-
2 3 × 3 convolutions decreasing the resolution to 1

4 , and
subsequently the main body that outputs the representation
with the same resolution ( 14 ). The main body, illustrated
in Figure 2 and detailed below, consists of several com-
ponents: parallel multi-resolution convolutions, repeated
multi-resolution fusions, and representation head that is
shown in Figure 4.

3.1 Parallel Multi-Resolution Convolutions

We start from a high-resolution convolution stream as the
first stage, gradually add high-to-low resolution streams
one by one, forming new stages, and connect the multi-
resolution streams in parallel. As a result, the resolutions for
the parallel streams of a later stage consists of the resolutions
from the previous stage, and an extra lower one.

strided
3× 3

up samp.
1× 1

channel
maps

Fig. 3. Illustrating how the fusion module aggregates the information for
high, medium and low resolutions from left to right, respectively. Right
legend: strided 3 × 3 = stride-2 3 × 3 convolution, up samp. 1 × 1 =
bilinear upsampling followed by a 1× 1 convolution.

An example network structure illustrated in Figure 2,
containing 4 parallel streams, is logically as follows,

N11 → N21 → N31 → N41

↘ N22 → N32 → N42

↘ N33 → N43

↘ N44,

(1)

where Nsr is a sub-stream in the sth stage and r is the
resolution index. The resolution index of the first stream
is r = 1. The resolution of index r is 1

2r−1 of the resolution
of the first stream.

3.2 Repeated Multi-Resolution Fusions

The goal of the fusion module is to exchange the informa-
tion across multi-resolution representations. It is repeated
several times (e.g., every 4 residual units).

Let us look at an example of fusing 3-resolution repre-
sentations, which is illustrated in Figure 3. Fusing 2 repre-
sentations and 4 representations can be easily derived. The
input consists of three representations: {Ri

r, r = 1, 2, 3},
with r is the resolution index, and the associated output
representations are {Ro

r, r = 1, 2, 3}. Each output represen-
tation is the sum of the transformed representations of the
three inputs: Ro

r = f1r(R
i
1)+f2r(R

i
2)+f3r(R

i
3). The fusion

across stages (from stage 3 to stage 4) has an extra output:
Ro

4 = f14(R
i
1) + f24(R

i
2) + f34(R

i
3).

The choice of the transform function fxr(·) is dependent
on the input resolution index x and the output resolu-
tion index r. If x = r, fxr(R) = R. If x < r, fxr(R)
downsamples the input representation R through (r − s)
stride-2 3× 3 convolutions. For instance, one stride-2 3× 3
convolution for 2× downsampling, and two consecutive
stride-2 3× 3 convolutions for 4× downsampling. If x > r,
fxr(R) upsamples the input representation R through the
bilinear upsampling followed by a 1 × 1 convolution for
aligning the number of channels. The functions are depicted
in Figure 3.
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(a) (b) (c)
Fig. 4. (a) HRNetV1: only output the representation from the high-resolution convolution stream. (b) HRNetV2: Concatenate the (upsampled)
representations that are from all the resolutions (the subsequent 1 × 1 convolution is not shown for clarity). (c) HRNetV2p: form a feature pyramid
from the representation by HRNetV2. The four-resolution representations at the bottom in each sub-figure are outputted from the network in Figure 2,
and the gray box indicates how the output representation is obtained from the input four-resolution representations.

(a) (b)

≡

(c)
Fig. 5. (a) Multi-resolution parallel convolution, (b) multi-resolution
fusion. (c) A normal convolution (left) is equivalent to fully-connected
multi-branch convolutions (right).

3.3 Representation Head
We have three kinds of representation heads that are illus-
trated in Figure 4, and call them as HRNetV1, HRNetV2,
and HRNetV1p, respectively.
HRNetV1. The output is the representation only from the
high-resolution stream. Other three representations are ig-
nored. This is illustrated in Figure 4 (a).
HRNetV2. We rescale the low-resolution representations
through bilinear upsampling without changing the number
of channels to the high resolution, and concatenate the four
representations, followed by a 1× 1 convolution to mix the
four representations. This is illustrated in Figure 4 (b).
HRNetV2p. We construct multi-level representations by
downsampling the high-resolution representation output
from HRNetV2 to multiple levels. This is depicted in Fig-
ure 4 (c).

In this paper, we will show the results of applying
HRNetV1 to human pose estimation, HRNetV2 to semantic
segmentation, and HRNetV2p to object detection.

3.4 Instantiation
The main body contains four stages with four parallel con-
volution streams. The resolutions are 1/4, 1/8, 1/16, and
1/32. The first stage contains 4 residual units where each
unit is formed by a bottleneck with the width 64, and is
followed by one 3 × 3 convolution changing the width of
feature maps to C . The 2nd, 3rd, 4th stages contain 1, 4,
3 modularized blocks, respectively. Each branch in multi-
resolution parallel convolution of the modularized block
contains 4 residual units. Each unit contains two 3 × 3
convolutions for each resolution, where each convolution
is followed by batch normalization and the nonlinear ac-
tivation ReLU. The widths (numbers of channels) of the

convolutions of the four resolutions are C, 2C , 4C, and 8C,
respectively. An example is depicted in Figure 2.

3.5 Analysis
We analyze the modularized block that is divided into two
components: multi-resolution parallel convolutions (Fig-
ure 5 (a)), and multi-resolution fusion (Figure 5 (b)). The
multi-resolution parallel convolution resembles the group
convolution. It divides the input channels into several sub-
sets of channels and performs a regular convolution over
each subset over different spatial resolutions separately,
while in the group convolution, the resolutions are the same.
This connection implies that the multi-resolution parallel
convolution enjoys some benefit of the group convolution.

The multi-resolution fusion unit resembles the multi-
branch full-connection form of the regular convolution,
illustrated in Figure 5 (c). A regular convolution can be
divided as multiple small convolutions as explained in [145].
The input channels are divided into several subsets, and the
output channels are also divided into several subsets. The
input and output subsets are connected in a fully-connected
fashion, and each connection is a regular convolution. Each
subset of output channels is a summation of the outputs
of the convolutions over each subset of input channels.
The differences lie in that our multi-resolution fusion needs
to handle the resolution change. The connection between
multi-resolution fusion and regular convolution provides
an evidence for exploring all the four-resolution represen-
tations done in HRNetV2 and HRNetV2p.

4 HUMAN POSE ESTIMATION

Human pose estimation, a.k.a. keypoint detection, aims to
detect the locations of K keypoints or parts (e.g., elbow,
wrist, etc) from an image I of size W ×H×3. We follow the
state-of-the-art framework and transform this problem to
estimating K heatmaps of size W

4 × H
4 , {H1,H2, . . . ,HK},

where each heatmap Hk indicates the location confidence of
the kth keypoint.

We regress the heatmaps over the high-resolution rep-
resentations output by HRNetV1. We empirically observe
that the performance is almost the same for HRNetV1 and
HRNetV2, and thus we choose HRNetV1 as its computation
complexity is a little lower. The loss function, defined as the
mean squared error, is applied for comparing the predicted
heatmaps and the groundtruth heatmaps. The groundtruth
heatmaps are generated by applying 2D Gaussian with
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Fig. 6. Qualitative COCO human pose estimation results over representative images with various human size, different poses, or clutter background.

TABLE 1
Comparisons on COCO val. Under the input size 256× 192, our approach with a small model HRNetV1-W32, trained from scratch, performs

better than previous state-of-the-art methods. Under the input size 384× 288, our approach with a small model HRNetV1-W32 achieves a higher
AP score than SimpleBaseline with a large model. In particular, the improvement of our approach for AP75, a strict evaluation scheme, is more
significant than AP50, a loose evaluation scheme. Pretrain = pretrain the backbone on ImageNet. OHKM = online hard keypoints mining [19].
#Params and FLOPs are calculated for the pose estimation network, and those for human detection and keypoint grouping are not included.

Method Backbone Pretrain Input size #Params GFLOPs AP AP50 AP75 APM APL AR

8-stage Hourglass [85] 8-stage Hourglass N 256× 192 25.1M 14.3 66.9 − − − − −
CPN [19] ResNet-50 Y 256× 192 27.0M 6.20 68.6 − − − − −
CPN + OHKM [19] ResNet-50 Y 256× 192 27.0M 6.20 69.4 − − − − −
SimpleBaseline [126] ResNet-50 Y 256× 192 34.0M 8.90 70.4 88.6 78.3 67.1 77.2 76.3
SimpleBaseline [126] ResNet-101 Y 256× 192 53.0M 12.4 71.4 89.3 79.3 68.1 78.1 77.1
SimpleBaseline [126] ResNet-152 Y 256× 192 68.6M 15.7 72.0 89.3 79.8 68.7 78.9 77.8

HRNetV1 HRNetV1-W32 N 256× 192 28.5M 7.10 73.4 89.5 80.7 70.2 80.1 78.9
HRNetV1 HRNetV1-W32 Y 256× 192 28.5M 7.10 74.4 90.5 81.9 70.8 81.0 79.8
HRNetV1 HRNetV1-W48 Y 256× 192 63.6M 14.6 75.1 90.6 82.2 71.5 81.8 80.4

SimpleBaseline [126] ResNet-152 Y 384× 288 68.6M 35.6 74.3 89.6 81.1 70.5 79.7 79.7
HRNetV1 HRNetV1-W32 Y 384× 288 28.5M 16.0 75.8 90.6 82.7 71.9 82.8 81.0
HRNetV1 HRNetV1-W48 Y 384× 288 63.6M 32.9 76.3 90.8 82.9 72.3 83.4 81.2

TABLE 2
Comparisons on COCO test-dev. The observations are similar to the results on COCO val.

Method Backbone Input size #Params GFLOPs AP AP50 AP75 APM APL AR

Bottom-up: keypoint detection and grouping
OpenPose [11] − − − − 61.8 84.9 67.5 57.1 68.2 66.5
Associative Embedding [84] − − − − 65.5 86.8 72.3 60.6 72.6 70.2
PersonLab [88] − − − − 68.7 89.0 75.4 64.1 75.5 75.4
MultiPoseNet [57] − − − − 69.6 86.3 76.6 65.0 76.3 73.5

Top-down: human detection and single-person keypoint detection
Mask-RCNN [39] ResNet-50-FPN − − − 63.1 87.3 68.7 57.8 71.4 −
G-RMI [89] ResNet-101 353× 257 42.6M 57.0 64.9 85.5 71.3 62.3 70.0 69.7
Integral Pose Regression [108] ResNet-101 256× 256 45.0M 11.0 67.8 88.2 74.8 63.9 74.0 −
G-RMI + extra data [89] ResNet-101 353× 257 42.6M 57.0 68.5 87.1 75.5 65.8 73.3 73.3
CPN [19] ResNet-Inception 384× 288 − − 72.1 91.4 80.0 68.7 77.2 78.5
RMPE [29] PyraNet [135] 320× 256 28.1M 26.7 72.3 89.2 79.1 68.0 78.6 −
CFN [46] − − − − 72.6 86.1 69.7 78.3 64.1 −
CPN (ensemble) [19] ResNet-Inception 384× 288 − − 73.0 91.7 80.9 69.5 78.1 79.0
SimpleBaseline [126] ResNet-152 384× 288 68.6M 35.6 73.7 91.9 81.1 70.3 80.0 79.0

HRNetV1 HRNetV1-W32 384× 288 28.5M 16.0 74.9 92.5 82.8 71.3 80.9 80.1
HRNetV1 HRNetV1-W48 384× 288 63.6M 32.9 75.5 92.5 83.3 71.9 81.5 80.5

HRNetV1 + extra data HRNetV1-W48 384× 288 63.6M 32.9 77.0 92.7 84.5 73.4 83.1 82.0

standard deviation of 2 pixel centered on the groundtruth
location of each keypoint. Some example results are given
in Figure 6.

Dataset. The COCO dataset [76] contains over 200, 000
images and 250, 000 person instances labeled with 17 key-
points. We train our model on the COCO train2017
set, including 57K images and 150K person instances. We
evaluate our approach on the val2017 and test-dev2017
sets, containing 5000 images and 20K images, respectively.

Evaluation metric. The standard evaluation metric is
based on Object Keypoint Similarity (OKS): OKS =∑

i exp(−d
2
i /2s

2k2i )δ(vi>0)∑
i δ(vi>0) . Here di is the Euclidean distance

between the detected keypoint and the corresponding

ground truth, vi is the visibility flag of the ground truth,
s is the object scale, and ki is a per-keypoint constant
that controls falloff. We report standard average preci-
sion and recall scores2: AP50 (AP at OKS = 0.50),
AP75, AP (the mean of AP scores at 10 OKS positions,
0.50, 0.55, . . . , 0.90, 0.95); APM for medium objects, APL

for large objects, and AR (the mean of AR scores at 10 OKS
positions, 0.50, 0.55, . . . , 0.90, 0.95).

Training. We extend the human detection box in height or
width to a fixed aspect ratio: height : width = 4 : 3, and
then crop the box from the image, which is resized to a
fixed size, 256 × 192 or 384 × 288. The data augmenta-

2. http://cocodataset.org/#keypoints-eval
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tion scheme includes random rotation ([−45◦, 45◦]), random
scale ([0.65, 1.35]), and flipping. Following [121], half body
data augmentation is also involved.

We use the Adam optimizer [56]. The learning schedule
follows the setting [126]. The base learning rate is set as
1e−3, and is dropped to 1e−4 and 1e−5 at the 170th and
200th epochs, respectively. The training process is termi-
nated within 210 epochs. The models are trained on 4 V100
GPUs and it takes around 60 (80) hours for HRNet-W32
(HRNet-W48).

Testing. The two-stage top-down paradigm similar as [19],
[89], [126] is used: detect the person instance using a person
detector, and then predict detection keypoints.

We use the same person detectors provided by Sim-
pleBaseline3 for both the val and test-dev sets. Fol-
lowing [19], [85], [126], we compute the heatmap by av-
eraging the heatmaps of the original and flipped images.
Each keypoint location is predicted by adjusting the highest
heatvalue location with a quarter offset in the direction from
the highest response to the second highest response.

Results on the val set. We report the results of our method
and other state-of–the-art methods in Table 1. The network
- HRNetV1-W32, trained from scratch with the input size
256 × 192, achieves an AP score 73.4, outperforming other
methods with the same input size. (i) Compared to Hour-
glass [85], our network improves AP by 6.5 points, and
the GFLOP of our network is much lower and less than
half, while the numbers of parameters are similar and ours
is slightly larger. (ii) Compared to CPN [19] w/o and w/
OHKM, our network, with slightly larger model size and
slightly higher complexity, achieves 4.8 and 4.0 points gain,
respectively. (iii) Compared to the previous best-performed
method SimpleBaseline [126], our HRNetV1-W32 obtains
significant improvements: 3.0 points gain for the backbone
ResNet-50 with a similar model size and GFLOPs, and 1.4
points gain for the backbone ResNet-152 whose model size
(#Params) and GFLOPs are twice as many as ours.

Our network can benefit from (i) training from the model
pretrained on the ImageNet: The gain is 1.0 points for
HRNetV1-W32; (ii) increasing the capacity by increasing the
width: HRNetV1-W48 gets 0.7 and 0.5 points gain for the
input sizes 256× 192 and 384× 288, respectively.

Considering the input size 384 × 288, our HRNetV1-
W32 and HRNetV1-W48, get the 75.8 and 76.3 AP, which
have 1.4 and 1.2 improvements compared to the input
size 256 × 192. In comparison to SimpleBaseline [126] that
uses ResNet-152 as the backbone, our HRNetV1-W32 and
HRNetV1-W48 attain 1.5 and 2.0 points gain in terms of AP
at 45% and 92.4% computational cost, respectively.

Results on the test-dev set. Table 2 reports the pose
estimation performances of our approach and the existing
state-of-the-art approaches. Our approach is significantly
better than bottom-up approaches. On the other hand, our
small network, HRNetV1-W32, achieves an AP of 74.9.
It outperforms all the other top-down approaches, and is
more efficient in terms of model size (#Params) and com-
putation complexity (GFLOPs). Our big model, HRNetV1-
W48, achieves the highest AP score 75.5. Compared to

3. https://github.com/Microsoft/human-pose-estimation.pytorch

TABLE 3
Semantic segmentation results on Cityscapes val (single scale and no
flipping). The GFLOPs is calculated on the input size 1024× 2048. The
small model HRNetV2-W40 with the smallest GFLOPs performs better
than two representative contextual methods (Deeplab and PSPNet).

Our approach combined with the recently-developed object contextual
(OCR) representation scheme [139] gets further improvement.

D-ResNet-101 = Dilated-ResNet-101.
backbone #param. GFLOPs mIoU

UNet++ [155] ResNet-101 59.5M 748.5 75.5

Dilated-ResNet [40] D-ResNet-101 52.1M 1661.6 75.7

DeepLabv3 [16] D-ResNet-101 58.0M 1778.7 78.5

DeepLabv3+ [18] D-Xception-71 43.5M 1444.6 79.6

PSPNet [148] D-ResNet-101 65.9M 2017.6 79.7

HRNetV2 HRNetV2-W40 45.2M 493.2 80.2

HRNetV2 HRNetV2-W48 65.9M 696.2 81.1

HRNetV2 + OCR [139] HRNetV2-W48 70.3M 1206.3 81.6

TABLE 4
Semantic segmentation results on Cityscapes test. We use

HRNetV2-W48, whose parameter complexity and computation
complexity are comparable to dilated-ResNet-101 based networks, for

comparison. Our results are superior in terms of the four evaluation
metrics. The result from the combination with OCR [139] is further

improved. D-ResNet-101 = Dilated-ResNet-101.

backbone mIoU iIoU cla. IoU cat. iIoU cat.

Model learned on the train set
PSPNet [148] D-ResNet-101 78.4 56.7 90.6 78.6

PSANet [149] D-ResNet-101 78.6 - - -
PAN [64] D-ResNet-101 78.6 - - -
AAF [54] D-ResNet-101 79.1 - - -

HRNetV2 HRNetV2-W48 80.4 59.2 91.5 80.8

Model learned on the train+val set
GridNet [30] - 69.5 44.1 87.9 71.1

LRR-4x [33] - 69.7 48.0 88.2 74.7

DeepLab [15] D-ResNet-101 70.4 42.6 86.4 67.7

LC [66] - 71.1 - - -
Piecewise [73] VGG-16 71.6 51.7 87.3 74.1

FRRN [94] - 71.8 45.5 88.9 75.1

RefineNet [72] ResNet-101 73.6 47.2 87.9 70.6

PEARL [51] D-ResNet-101 75.4 51.6 89.2 75.1

DSSPN [70] D-ResNet-101 76.6 56.2 89.6 77.8

LKM [91] ResNet-152 76.9 - - -
DUC-HDC [119] - 77.6 53.6 90.1 75.2

SAC [143] D-ResNet-101 78.1 - - -
DepthSeg [58] D-ResNet-101 78.2 - - -
ResNet38 [125] WResNet-38 78.4 59.1 90.9 78.1

BiSeNet [136] ResNet-101 78.9 - - -
DFN [137] ResNet-101 79.3 - - -
PSANet [149] D-ResNet-101 80.1 - - -
PADNet [131] D-ResNet-101 80.3 58.8 90.8 78.5

CFNet [142] D-ResNet-101 79.6 - - -
Auto-DeepLab [77] - 80.4 - - -
DenseASPP [148] WDenseNet-161 80.6 59.1 90.9 78.1

SVCNet [27] ResNet-101 81.0 - - -
ANN [158] D-ResNet-101 81.3 - - -
CCNet [47] D-ResNet-101 81.4 - - -
DANet [31] D-ResNet-101 81.5 - - -

HRNetV2 HRNetV2-W48 81.6 61.8 92.1 82.2

HRNetV2 + OCR [139] HRNetV2-W48 82.5 61.7 92.1 81.6

SimpleBaseline [126] with the same input size, our small
and big networks receive 1.2 and 1.8 improvements, respec-
tively. With the additional data from AI Challenger [123] for
training, our single big network can obtain an AP of 77.0.
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Fig. 7. Qualitative segmentation examples from Cityscapes (left two), PASCAL-Context (middle two), and LIP (right two).

TABLE 5
Semantic segmentation results on PASCAL-Context. The methods are
evaluated on 59 classes and 60 classes. Our approach performs the

best for 60 classes, and performs worse for 59 classes than APCN [37]
that developed a strong contextual method. Our approach, combined

with OCR [139], achieves significant gain, and performs the best.
D-ResNet-101 = Dilated-ResNet-101.

backbone mIoU (59) mIoU (60)

FCN-8s [101] VGG-16 - 35.1

BoxSup [24] - - 40.5

HO CRF [2] - - 41.3

Piecewise [73] VGG-16 - 43.3

DeepLab-v2 [15] D-ResNet-101 - 45.7

RefineNet [72] ResNet-152 - 47.3

UNet++ [155] ResNet-101 47.7 -
PSPNet [148] D-ResNet-101 47.8 -
Ding et al. [26] ResNet-101 51.6 -
EncNet [141] D-ResNet-101 52.6 -
DANet [31] D-ResNet-101 52.6 -
ANN [158] D-ResNet-101 52.8 -
SVCNet [27] ResNet-101 53.2 -
CFNet [142] D-ResNet-101 54.0 -

APCN [37] D-ResNet-101 55.6 -

HRNetV2 HRNetV2-W48 54.0 48.3

HRNetV2 + OCR [139] HRNetV2-W48 56.2 50.1

TABLE 6
Semantic segmentation results on LIP. Our method doesn’t exploit any
extra information, e.g., pose or edge. The overall performance of our
approach is the best, and the OCR scheme [139] further improves the

segmentation quality. D-ResNet-101 = Dilated-ResNet-101.

backbone extra. pixel acc. avg. acc. mIoU

Attention+SSL [34] VGG16 Pose 84.36 54.94 44.73

DeepLabV3+ [18] D-ResNet-101 - 84.09 55.62 44.80

MMAN [82] D-ResNet-101 - - - 46.81

SS-NAN [150] ResNet-101 Pose 87.59 56.03 47.92

MuLA [86] Hourglass Pose 88.50 60.50 49.30

JPPNet [69] D-ResNet-101 Pose 86.39 62.32 51.37

CE2P [80] D-ResNet-101 Edge 87.37 63.20 53.10

HRNetV2 HRNetV2-W48 N 88.21 67.43 55.90

HRNetV2 + OCR [139] HRNetV2-W48 N 88.24 67.84 56.48

5 SEMANTIC SEGMENTATION

Semantic segmentation is a problem of assigning a class la-
bel to each pixel. Some example results by our approach are
given in Figure 7. We feed the input image to the HRNetV2
(Figure 4 (b)) and then pass the resulting 15C-dimensional
representation at each position to a linear classifier with
the softmax loss to predict the segmentation maps. The
segmentation maps are upsampled (4 times) to the input
size by bilinear upsampling for both training and testing. We
report the results over two scene parsing datasets, PASCAL-
Context [83] and Cityscapes [23], and a human parsing
dataset, LIP [34]. The mean of class-wise intersection over
union (mIoU) is adopted as the evaluation metric.

Cityscapes. The Cityscapes dataset [23] contains 5, 000 high

quality pixel-level finely annotated scene images. The finely-
annotated images are divided into 2, 975/500/1, 525 images
for training, validation and testing. There are 30 classes, and
19 classes among them are used for evaluation. In addition
to the mean of class-wise intersection over union (mIoU),
we report other three scores on the test set: IoU category
(cat.), iIoU class (cla.) and iIoU category (cat.).

We follow the same training protocol [148], [149]. The
data are augmented by random cropping (from 1024×2048
to 512 × 1024), random scaling in the range of [0.5, 2], and
random horizontal flipping. We use the SGD optimizer with
the base learning rate of 0.01, the momentum of 0.9 and the
weight decay of 0.0005. The poly learning rate policy with
the power of 0.9 is used for dropping the learning rate. All
the models are trained for 120K iterations with the batch
size of 12 on 4 GPUs and syncBN.

Table 3 provides the comparison with several repre-
sentative methods on the Cityscapes val set in terms
of parameter and computation complexity and mIoU
class. (i) HRNetV2-W40 (40 indicates the width of the
high-resolution convolution), with similar model size to
DeepLabv3+ and much lower computation complexity, gets
better performance: 4.7 points gain over UNet++, 1.7 points
gain over DeepLabv3 and about 0.5 points gain over PSP-
Net, DeepLabv3+. (ii) HRNetV2-W48, with similar model
size to PSPNet and much lower computation complexity,
achieves much significant improvement: 5.6 points gain
over UNet++, 2.6 points gain over DeepLabv3 and about
1.4 points gain over PSPNet, DeepLabv3+. In the following
comparisons, we adopt HRNetV2-W48 that is pretrained
on ImageNet and has similar model size as most Dilated-
ResNet-101 based methods.

Table 4 provides the comparison of our method with
state-of-the-art methods on the Cityscapes test set. All
the results are with six scales and flipping. Two cases w/o
using coarse data are evaluated: One is about the model
learned on the train set, and the other is about the model
learned on the train+val set. In both cases, HRNetV2-
W48 achieves the superior performance.
PASCAL-Context. The PASCAL-Context dataset [83] in-
cludes 4, 998 scene images for training and 5, 105 images
for testing with 59 semantic labels and 1 background label.

The data augmentation and learning rate policy are the
same as Cityscapes. Following the widely-used training
strategy [26], [141], we resize the images to 480×480 and set
the initial learning rate to 0.004 and weight decay to 0.0001.
The batch size is 16 and the number of iterations is 60K.

We follow the standard testing procedure [26], [141].
The image is resized to 480 × 480 and then fed into our
network. The resulting 480×480 label maps are then resized
to the original image size. We evaluate the performance of
our approach and other approaches using six scales and
flipping.
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Fig. 8. Qualitative examples for COCO object detection (left three) and instance segmentation (right three).

TABLE 7
GFLOPs and #parameters for COCO object detection. The numbers are obtained with the input size 800× 1200 and if applicable 512 proposals

fed into R-CNN except the numbers for CenterNet are obtained with the input size 511× 511. R-x = ResNet-x-FPN, X-101 = ResNeXt-101-64×4d,
H-x = HRNetV2p-Wx, and HG-52 = Hourglass-52.

Faster R-CNN [39] Cascade R-CNN [10] FCOS [112] CenterNet [28]

R-50 H-18 R-101 H-32 X-101 H-48 R-50 H-18 R-101 H-32 X-101 H-48 R-50 H-18 R-101 H-32 HG-52 H-48 HG-104 H-64

#param. (M) 39.8 26.2 57.8 45.0 94.9 79.4 69.4 55.1 88.4 74.9 127.3 111.0 32.0 17.5 51.0 37.3 104.8 73.6 210.1 127.7

GFLOPs 172.3 159.1 239.4 245.3 381.8 399.1 226.2 207.8 298.7 300.8 448.3 466.5 190.0 180.3 261.2 273.3 227.0 217.1 388.4 318.5

Cascade Mask R-CNN [10] Hybrid Task Cascade [12] Mask R-CNN [39]
R-50 H-18 R-101 H-32 X-101 H-48 R-50 H-18 R-101 H-32 X-101 H-48 R-50 H-18 R-101 H-32

#param. (M) 77.3 63.1 96.3 82.9 135.2 118.9 80.3 66.1 99.3 85.9 138.2 121.9 44.4 30.1 63.4 49.9

GFLOPs 431.7 413.1 504.1 506.2 653.7 671.9 476.9 458.3 549.2 551.4 698.9 717.0 266.5 247.9 338.8 341.0

TABLE 8
Object detection results on COCO val in the Faster R-CNN and

Cascade R-CNN frameworks. LS = learning schedule. 1× = 12e, 2× =
24e. Our approach performs better than ResNet and ResNeXt. Our
approach gets more significant improvement for 2× than 1× and for
small objects (APS ) than medium (APM ) and large objects (APL).

backbone LS AP AP50 AP75 APS APM APL

Faster R-CNN [74]
ResNet-50-FPN 1× 36.7 58.3 39.9 20.9 39.8 47.9

HRNetV2p-W18 1× 36.2 57.3 39.3 20.7 39.0 46.8

ResNet-50-FPN 2× 37.6 58.7 41.3 21.4 40.8 49.7

HRNetV2p-W18 2× 38.0 58.9 41.5 22.6 40.8 49.6

ResNet-101-FPN 1× 39.2 61.1 43.0 22.3 42.9 50.9

HRNetV2p-W32 1× 39.6 61.0 43.3 23.7 42.5 50.5

ResNet-101-FPN 2× 39.8 61.4 43.4 22.9 43.6 52.4

HRNetV2p-W32 2× 40.9 61.8 44.8 24.4 43.7 53.3

X-101-64×4d-FPN 1× 41.3 63.4 45.2 24.5 45.8 53.3

HRNetV2p-W48 1× 41.3 62.8 45.1 25.1 44.5 52.9

X-101-64×4d-FPN 2× 40.8 62.1 44.6 23.2 44.5 53.7

HRNetV2p-W48 2× 41.8 62.8 45.9 25.0 44.7 54.6

Cascade R-CNN [10]
ResNet-50-FPN 20e 41.1 59.1 44.8 22.5 44.4 54.9

HRNetV2p-W18 20e 41.3 59.2 44.9 23.7 44.2 54.1

ResNet-101-FPN 20e 42.5 60.7 46.3 23.7 46.1 56.9

HRNetV2p-W32 20e 43.7 61.7 47.7 25.6 46.5 57.4

X-101-64×4d-FPN 20e 44.7 63.1 49.0 25.8 48.3 58.8

HRNetV2p-W48 20e 44.6 62.7 48.7 26.3 48.1 58.5

Table 5 provides the comparison of our method with
state-of-the-art methods. There are two kinds of evaluation
schemes: mIoU over 59 classes and 60 classes (59 classes +
background). In both cases, HRNetV2-W48 achieves state-
of-the-art results except that the result from [37] is higher
than ours without using the OCR scheme [139].

LIP. The LIP dataset [34] contains 50, 462 elaborately anno-
tated human images, which are divided into 30, 462 training
images, and 10, 000 validation images. The methods are
evaluated on 20 categories (19 human part labels and 1
background label). Following the standard training and
testing settings [80], the images are resized to 473 × 473
and the performance is evaluated on the average of the
segmentation maps of the original and flipped images.

The data augmentation and learning rate policy are the
same as Cityscapes. The training strategy follows the recent
setting [80]. We set the initial learning rate to 0.007 and the
momentum to 0.9 and the weight decay to 0.0005. The batch

TABLE 9
Object detection results on COCO val in the FCOS and CenterNet

frameworks. The results are obtained using the implementations
provided by the authors. Our approach performs superiorly to ResNet
and Hourglass for similar parameter and computation complexity. Our
HRNetV2p-W64 performs slightly worse than Hourglass-104, and the

reason is that Hourglass-104 is much more heavier than
HRNetV2p-W64. See Table 7 for #parameters and GFLOPs.

backbone LS AP AP50 AP75 APS APM APL

FCOS [112]
ResNet-50-FPN 2× 37.1 55.9 39.8 21.3 41.0 47.8

HRNetV2p-W18 2× 37.7 55.3 40.2 22.0 40.8 48.8

ResNet-101-FPN 2× 41.4 60.3 44.8 25.0 45.6 53.1

HRNetV2p-W32 2× 41.9 60.3 45.0 25.1 45.6 53.2

CenterNet [28]
Hourglass-52 - 41.3 59.2 43.9 23.6 43.8 55.8

HRNetV2p-W48 - 43.4 61.8 45.6 23.8 47.1 59.3

Hourglass-104 - 44.8 62.4 48.2 25.9 48.9 58.8

HRNetV2p-W64 - 44.0 62.5 47.3 23.9 48.2 60.2

size is 40 and the number of iterations is 110K.
Table 6 provides the comparison of our method

with state-of-the-art methods. The overall performance of
HRNetV2-W48 performs the best with fewer parameters
and lighter computation cost. We also would like to mention
that our networks do not use extra information such as pose
or edge.

6 COCO OBJECT DETECTION

We perform the evaluation on the MS COCO 2017 detection
dataset, which contains about 118k images for training, 5k
for validation (val) and ∼ 20k testing without provided
annotations (test-dev). The standard COCO-style evalua-
tion is adopted. Some example results by our approach are
given in Figure 8.

We apply our multi-level representations (HRNetV2p)4,
shown in Figure 4 (c), for object detection. The data is aug-
mented by standard horizontal flipping. The input images
are resized such that the shorter edge is 800 pixels [74].
Inference is performed on a single image scale.

We compare our HRNet with the standard models:
ResNet [40] and ResNeXt [129]. We evaluate the detection

4. Same as FPN [75], we also use 5 levels.
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TABLE 10
Object detection results on COCO val in the Mask R-CNN and its
extended frameworks. The overall performance of our approach is

superior to ResNet except that HRNetV2p-W18 sometimes performs
worse than ResNet-50. Similar to detection (bbox), the improvement for

small objects (APS ) in terms of mask is also more significant than
medium (APM ) and large objects (APL). The results are obtained from

MMDetection [13].

backbone LS
mask bbox

AP APS APM APL AP APS APM APL

Mask R-CNN [39]

ResNet-50-FPN 1× 34.2 15.7 36.8 50.2 37.8 22.1 40.9 49.3

HRNetV2p-W18 1× 33.8 15.6 35.6 49.8 37.1 21.9 39.5 47.9

ResNet-50-FPN 2× 35.0 16.0 37.5 52.0 38.6 21.7 41.6 50.9

HRNetV2p-W18 2× 35.3 16.9 37.5 51.8 39.2 23.7 41.7 51.0

ResNet-101-FPN 1× 36.1 16.2 39.0 53.0 40.0 22.6 43.4 52.3

HRNetV2p-W32 1× 36.7 17.3 39.0 53.0 40.9 24.5 43.9 52.2

ResNet-101-FPN 2× 36.7 17.0 39.5 54.8 41.0 23.4 44.4 53.9

HRNetV2p-W32 2× 37.6 17.8 40.0 55.0 42.3 25.0 45.4 54.9

Cascade Mask R-CNN [10]

ResNet-50-FPN 20e 36.6 19.0 37.4 50.7 42.3 23.7 45.7 56.4

HRNetV2p-W18 20e 36.4 17.0 38.6 52.9 41.9 23.8 44.9 55.0

ResNet-101-FPN 20e 37.6 19.7 40.8 52.4 43.3 24.4 46.9 58.0

HRNetV2p-W32 20e 38.5 18.9 41.1 56.1 44.5 26.1 47.9 58.5

X-101-64×4d-FPN 20e 39.4 20.8 42.7 54.1 45.7 26.2 49.6 60.0

HRNetV2p-W48 20e 39.5 19.7 41.8 56.9 46.0 27.5 48.9 60.1

Hybrid Task Cascade [12]

ResNet-50-FPN 20e 38.1 20.3 41.1 52.8 43.2 24.9 46.4 57.8

HRNetV2p-W18 20e 37.9 18.8 39.9 55.2 43.1 26.6 46.0 56.9

ResNet-101-FPN 20e 39.4 21.4 42.4 54.4 44.9 26.4 48.3 59.9

HRNetV2p-W32 20e 39.6 19.1 42.0 57.9 45.3 27.0 48.4 59.5

X-101-64×4d-FPN 20e 40.8 22.7 44.2 56.3 46.9 28.0 50.7 62.1

HRNetV2p-W48 20e 40.7 19.7 43.4 59.3 46.8 28.0 50.2 61.7

X-101-64×4d-FPN 28e 40.7 20.0 44.1 59.9 46.8 27.5 51.0 61.7

HRNetV2p-W48 28e 41.0 20.8 43.9 59.9 47.0 28.8 50.3 62.2

performance on COCO val. under two anchor-based frame-
works: Faster R-CNN [96] and Cascade R-CNN [9], and two
recently-developed anchor-free frameworks: FCOS [112]
and CenterNet [28]. We train the Faster R-CNN and Cascade
R-CNN models for both our HRNetV2p and the ResNet on
the public MMDetection platform [13] with the provided
training setup, except that we use the learning rate schedule
suggested in [38] for 2×, and FCOS [112] and CenterNet [28]
from the implementations provided by the authors. Table 7
summarizes #parameters and GFLOPs. Table 8 and Table 9
report detection scores.

We also evaluate the performance of joint detection and
instance segmentation, under three frameworks: Mask R-
CNN [39], Cascade Mask R-CNN [10], and Hybrid Task
Cascade [12]. The results are obtained on the public MMDe-
tection platform [13] and are in Table 10.

There are several observations. On the one hand, as
shown in Tables 8 and 9, the overall object detection per-
formance of HRNetV2 is better than ResNet under similar
model size and computation complexity. In some cases, for
1×, HRNetV2p-W18 performs worse than ResNet-50-FPN,
which might come from insufficient optimization iterations.
On the other hand, as shown in Table 10, the overall object
detection and instance segmentation performance is better
than ResNet and ResNeXt. In particular, under the Hy-
brid Task Cascade framework, the HRNet performs slightly
worse than ResNeXt-101-64×4d-FPN for 20e, but better for
28e. This implies that our HRNet benefits more from longer
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Fig. 9. Ablation study about the resolutions of the representations for
human pose estimation. 1×, 2×, 4× correspond to the representations
of the high, medium, low resolutions, respectively. The results imply that
higher resolution improves the performance.

training.
Table 11 reports the comparison of our network to

state-of-the-art single-model object detectors on COCO
test-dev without using multi-scale training and multi-
scale testing that are done in [67], [79], [90], [95], [103],
[104]. In the Faster R-CNN framework, our networks per-
form better than ResNets with similar parameter and com-
putation complexity: HRNetV2p-W32 vs. ResNet-101-FPN,
HRNetV2p-W40 vs. ResNet-152-FPN, HRNetV2p-W48 vs.
X-101-64 × 4d-FPN. In the Cascade R-CNN and CenterNet
framework, our HRNetV2 also performs better. In the Cas-
cade Mask R-CNN and Hybrid Task Cascade frameworks,
the HRNet gets the overall better performance.

7 ABLATION STUDY

We perform the ablation study for the components in HRNet
over two tasks: human pose estimation on COCO validation
and semantic segmentation on Cityscapes validation. We
mainly use HRNetV1-W32 for human pose estimation, and
HRNetV2-W48 for semantic segmentation. All results of
pose estimation are obtained over the input size 256 × 192.
We also present the results for comparing HRNetV1 and
HRNetV2.
Representations of different resolutions. We study how the
representation resolution affects the pose estimation perfor-
mance by checking the quality of the heatmap estimated
from the feature maps of each resolution from high to low.

We train two HRNetV1 networks initialized by the
model pretrained for the ImageNet classification. Our net-
work outputs four response maps from high-to-low resolu-
tions. The quality of heatmap prediction over the lowest-
resolution response map is too low and the AP score is
below 10 points. The AP scores over the other three maps
are reported in Figure 9. The comparison implies that the
resolution does impact the keypoint prediction quality.
Repeated multi-resolution fusion. We empirically analyze
the effect of the repeated multi-resolution fusion. We study
three variants of our network. (a) W/o intermediate fusion
units (1 fusion): There is no fusion between multi-resolution
streams except the final fusion unit. (b) W/ across-stage
fusion units (3 fusions): There is no fusion between par-
allel streams within each stage. (c) W/ both across-stage
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TABLE 11
Comparison with the state-of-the-art single-model object detectors on COCO test-dev with BN parameters fixed and without mutli-scale training
and testing. ∗ means that the result is from the original paper [9]. GFLOPs and #parameters of the models are given in Table 7. The observations

are similar to those on COCO val, and show that the HRNet performs better than ResNet and ResNeXt under state-of-the-art object detection
and instance segmentation frameworks.

backbone size LS AP AP50 AP75 APS APM APL

MLKP [117] VGG16 - - 28.6 52.4 31.6 10.8 33.4 45.1

STDN [153] DenseNet-169 513 - 31.8 51.0 33.6 14.4 36.1 43.4

DES [146] VGG16 512 - 32.8 53.2 34.6 13.9 36.0 47.6

CoupleNet [157] ResNet-101 - - 33.1 53.5 35.4 11.6 36.3 50.1

DeNet [114] ResNet-101 512 - 33.8 53.4 36.1 12.3 36.1 50.8

RFBNet [78] VGG16 512 - 34.4 55.7 36.4 17.6 37.0 47.6

DFPR [59] ResNet-101 512 1× 34.6 54.3 37.3 - - -
PFPNet [55] VGG16 512 - 35.2 57.6 37.9 18.7 38.6 45.9

RefineDet [144] ResNet-101 512 - 36.4 57.5 39.5 16.6 39.9 51.4

Relation Net [42] ResNet-101 600 - 39.0 58.6 42.9 - - -
C-FRCNN [20] ResNet-101 800 1× 39.0 59.7 42.8 19.4 42.4 53.0

RetinaNet [75] ResNet-101-FPN 800 1.5× 39.1 59.1 42.3 21.8 42.7 50.2

Deep Regionlets [132] ResNet-101 800 1.5× 39.3 59.8 - 21.7 43.7 50.9

FitnessNMS [115] ResNet-101 768 - 39.5 58.0 42.6 18.9 43.5 54.1

DetNet [68] DetNet59-FPN 800 2× 40.3 62.1 43.8 23.6 42.6 50.0

CornerNet [62] Hourglass-104 511 - 40.5 56.5 43.1 19.4 42.7 53.9

M2Det [152] VGG16 800 ∼ 10× 41.0 59.7 45.0 22.1 46.5 53.8

Faster R-CNN [74] ResNet-101-FPN 800 1× 39.3 61.3 42.7 22.1 42.1 49.7

Faster R-CNN HRNetV2p-W32 800 1× 39.5 61.2 43.0 23.3 41.7 49.1

Faster R-CNN [74] ResNet-101-FPN 800 2× 40.3 61.8 43.9 22.6 43.1 51.0

Faster R-CNN HRNetV2p-W32 800 2× 41.1 62.3 44.9 24.0 43.1 51.4

Faster R-CNN [74] ResNet-152-FPN 800 2× 40.6 62.1 44.3 22.6 43.4 52.0

Faster R-CNN HRNetV2p-W40 800 2× 42.1 63.2 46.1 24.6 44.5 52.6

Faster R-CNN [13] X-101-64×4d-FPN 800 2× 41.1 62.8 44.8 23.5 44.1 52.3

Faster R-CNN HRNetV2p-W48 800 2× 42.4 63.6 46.4 24.9 44.6 53.0

Cascade R-CNN [9]∗ ResNet-101-FPN 800 ∼ 1.6× 42.8 62.1 46.3 23.7 45.5 55.2

Cascade R-CNN ResNet-101-FPN 800 ∼ 1.6× 43.1 61.7 46.7 24.1 45.9 55.0

Cascade R-CNN HRNetV2p-W32 800 ∼ 1.6× 43.7 62.0 47.4 25.5 46.0 55.3

Cascade R-CNN X-101-64 × 4d-FPN 800 ∼ 1.6× 44.9 63.7 48.9 25.9 47.7 57.1

Cascade R-CNN HRNetV2p-W48 800 ∼ 1.6× 44.8 63.1 48.6 26.0 47.3 56.3

FCOS [112] ResNet-50-FPN 800 2× 37.3 56.4 39.7 20.4 39.6 47.5

FCOS HRNetV2p-W18 800 2× 37.8 56.1 40.4 21.6 39.8 47.4

FCOS [112] ResNet-101-FPN 800 2× 39.2 58.8 41.6 21.8 41.7 50.0

FCOS HRNetV2p-W32 800 2× 40.5 59.3 43.3 23.4 42.6 51.0

CenterNet [28] Hourglass-52 511 − 41.6 59.4 44.2 22.5 43.1 54.1

CenterNet HRNetV2-W48 511 − 43.5 62.1 46.5 22.2 46.5 57.8

Cascade Mask R-CNN [10] ResNet-101-FPN 800 ∼ 1.6× 44.0 62.3 47.9 24.3 46.9 56.7

Cascade Mask R-CNN HRNetV2p-W32 800 ∼ 1.6× 44.7 62.5 48.6 25.8 47.1 56.3

Cascade Mask R-CNN [10] X-101-64 × 4d-FPN 800 ∼ 1.6× 45.9 64.5 50.0 26.6 49.0 58.6

Cascade Mask R-CNN HRNetV2p-W48 800 ∼ 1.6× 46.1 64.0 50.3 27.1 48.6 58.3

Hybrid Task Cascade [12] ResNet-101-FPN 800 ∼ 1.6× 45.1 64.3 49.0 25.2 48.0 58.2

Hybrid Task Cascade HRNetV2p-W32 800 ∼ 1.6× 45.6 64.1 49.4 26.7 47.7 58.0

Hybrid Task Cascade [12] X-101-64 × 4d-FPN 800 ∼ 1.6× 47.2 66.5 51.4 27.7 50.1 60.3

Hybrid Task Cascade HRNetV2p-W48 800 ∼ 1.6× 47.0 65.8 51.0 27.9 49.4 59.7

Hybrid Task Cascade [12] X-101-64 × 4d-FPN 800 ∼ 2.3× 47.2 66.6 51.3 27.5 50.1 60.6

Hybrid Task Cascade HRNetV2p-W48 800 ∼ 2.3× 47.3 65.9 51.2 28.0 49.7 59.8

TABLE 12
Ablation study for multi-resolution fusion units on COCO val human
pose estimation (AP) and Cityscapes val semantic segmentation

(mIoU). Final = final fusion immediately before representation head,
Across = intermediate fusions across stages, Within = intermediate

fusions within stages. We can see that the three fusions are beneficial
for both human pose estimation and semantic segmentation.

Method Final Across Within Pose (AP) Segmentation (mIoU)

(a) X 70.8 74.8

(b) X X 71.9 75.4

(c) X X X 73.4 76.4

and within-stage fusion units (totally 8 fusions): This is
our proposed method. All the networks are trained from
scratch. The results on COCO human pose estimation and
Cityscapes semantic segmentation (validation) given in Ta-
ble 12 show that the multi-resolution fusion unit is helpful
and more fusions lead to better performance.

We also study other possible choices for the fusion de-
sign: (i) use bilinear downsample to replace strided convolu-
tions, and (ii) use the multiplication operation to replace the
sum operation. In the former case, the COCO pose estima-
tion AP score and the Cityscapes segmentation mIoU score
are reduced to 72.6 and 74.2. The reason is that downsam-
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pling reduces the volume size (width× height× #channels)
of the representation maps, and strided convolutions learn
better volume size reduction than bilinear downsampling.
In the later case, the results are much worse: 54.7 and 66.0,
respectively. The possible reason might be that multiplica-
tion increases the training difficulty as pointed in [120].

Resolution maintenance. We study the performance of a
variant of the HRNet: all the four high-to-low resolution
streams are added at the beginning and the depths of the
four streams are the same; the fusion schemes are the same
to ours. Both the HRNets and the variants (with similar
#Params and GFLOPs) are trained from scratch.

The human pose estimation performance (AP) on COCO
val for the variant is 72.5, which is lower than 73.4 for
HRNetV1-W32. The segmentation performance (mIoU) on
Cityscapes val for the variant is 75.7, which is lower than
76.4 for HRNetV2-W48. We believe that the reason is that
the low-level features extracted from the early stages over
the low-resolution streams are less helpful. In addition,
another simple variant, only the high-resolution stream of
similar #parameters and GFLOPs without low-resolution
parallel streams shows much lower performance on COCO
and Cityscapes.

V1 vs. V2. We compare HRNetV2 and HRNetV2p, to
HRNetV1 on pose estimation, semantic segmentation and
COCO object detection. For human pose estimation, the
performance is similar. For example, HRNetV2-W32 (w/o
ImageNet pretraining) achieves the AP score 73.6, which is
slightly higher than 73.4 HRNetV1-W32.

The segmentation and object detection results, given
in Figure 10 (a) and Figure 10 (b), imply that HRNetV2
outperforms HRNetV1 significantly, except that the gain
is minor in the large model case (1×) in segmentation for
Cityscapes. We also test a variant (denoted by HRNetV1h),
which is built by appending a 1 × 1 convolution to align
the dimension of the output high-resolution representation
with the dimension of HRNetV2. The results in Figure 10
(a) and Figure 10 (b) show that the variant achieves slight
improvement to HRNetV1, implying that aggregating the
representations from low-resolution parallel convolutions in
our HRNetV2 is essential for improving the capability.

8 CONCLUSIONS

In this paper, we present a high-resolution network for
visual recognition problems. There are three fundamen-
tal differences from existing low-resolution classification
networks and high-resolution representation learning net-
works: (i) Connect high and low resolution convolutions in
parallel other than in series; (ii) Maintain high resolution
through the whole process instead of recovering high reso-
lution from low resolution; and (iii) Fuse multi-resolution
representations repeatedly, rendering rich high-resolution
representations with strong position sensitivity.

The superior results on a wide range of visual recog-
nition problems suggest that our proposed HRNet is a
stronger backbone for computer vision problems. Our re-
search also encourages more research efforts for designing
network architectures directly for specific vision problems
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Fig. 10. Comparing HRNetV1 and HRNetV2. (a) Segmentation on
Cityscapes val and PASCAL-Context for comparing HRNetV1 and its
variant HRNetV1h, and HRNetV2 (single scale and no flipping). (b)
Object detection on COCO val for comparing HRNetV1 and its variant
HRNetV1h, and HRNetV2p (LS = learning schedule). We can see that
HRNetV2 is superior to HRNetV1 for both semantic segmentation and
object detection.

other than extending, remediating or repairing representa-
tions learned from low-resolution networks (e.g., ResNet or
VGGNet).

Discussions. There is a possible misunderstanding: the
memory cost of the HRNet is larger as the resolution is
higher. In fact, the memory cost of the HRNet for all
the three applications, human pose estimation, semantic
segmentation and object detection, is comparable to state-
of-the-arts except that the training memory cost in object
detection is a little larger.

In addition, we summarize the runtime cost comparison
on the PyTorch 1.0 platform. The training and inference
time cost of the HRNet is comparable to previous state-
of-the-arts except that (1) the inference time of the HRNet
for segmentation is much smaller and (2) the training time
of the HRNet for pose estimation is a little larger, but the
cost on the MXNet 1.5.1 platform, which supports static
graph inference, is similar as SimpleBaseline. We would like
to highlight that for semantic segmentation the inference
cost is significantly smaller than PSPNet and DeepLabv3.
Table 13 summarizes the memory and time cost compar-
isons 5.

Future and followup works. We will study the combination
of the HRNet with other techniques for semantic segmenta-
tion and instance segmentation. Currently, we have results
(mIoU), which are depicted in Tables 3 4 5 6, by combining
the HRNet with the object-contextual representation (OCR)
scheme [139] 6, a variant of object context [45], [140]. We will
conduct the study by further increasing the resolution of the
representation, e.g., to 1

2 or even a full resolution.
The applications of the HRNet are not limited to the

above that we have done, and are suitable to other position-
sensitive vision applications, such as facial landmark de-

5. The detailed comparisons are given in the supplementary file.
6. We empirically observed that the HRNet combined with ASPP [16]

or PPM [148] did not get a performance improvement on Cityscape, but
got a slight improvement on PASCAL-Context and LIP.
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TABLE 13
Memory and time cost comparisons for pose estimation, semantic segmentation and object detection (under the Faster R-CNN framework) on

PyTorch 1.0 in terms of training/inference memory and training/inference time. We also report inference time (in ()) for pose estimation on MXNet
1.5.1, which supports static graph inference that mutli-branch convolutions used in the HRNet benefits from. The numbers for training are obtained
on a machine with 4 V100 GPU cards. During training, the input sizes are 256× 192, 512× 1024, and 800× 1333, and the batch sizes are 128, 8

and 8 for pose estimation, segmentation and detection respectively. The numbers for inference are obtained on a single V100 GPU card. The input
sizes are 256× 192, 1024× 2048, and 800× 1333, respectively. The score means AP for pose estimation on COCO val (Table 1) and detection
on COCO val (Table 8) , and mIoU for cityscapes segmentation (Table 3). Several observations are highlighted. Memory: The HRNet consumes
similar memory for both training and inference except that it consumes smaller memory for training in human pose estimation. Time: The training
and inference time cost of the HRNet is comparable to previous state-of-the-arts except that the inference time of the HRNet for segmentation is

much smaller. SB-ResNet-152 = SimpleBaseline with the backbone of ResNet-152. PSPNet and DeepLabV3 use dilated ResNet-101 as the
backbone (Table 3).

Pose estimation Segmentation Detection
SB-ResNet-152 HRNetV1-W48 PSPNet DeepLabV3 HRNetV2-W48 ResNet-101 ResNeXt-101 HRNetV2p-W32 HRNetV2p-W48

training memory 14.8G 7.3G 14.4G 13.3G 13.9G 5.4G 9.5G 8.5G 11.3G
inference memory/image 0.29G 0.27G 1.60G 1.15G 1.79G 0.62G 0.77G 0.51G 0.79G

training second/iteration 1.085 1.231 0.837 0.850 0.692 0.550 1.183 0.690 0.965

inference second/image 0.030 (0.012) 0.058 (0.017) 0.397 0.411 0.150 0.087 0.144 0.101 0.116

score 72.0 75.1 79.7 78.5 81.1 39.8 40.8 40.9 41.8

tection7, super-resolution, optical flow estimation, depth
estimation, and so on. There are already followup works,
e.g., image stylization [65], inpainting [36], image enhance-
ment [48], image dehazing [1], temporal pose estimation [4],
and drone object detection [156].

It is reported in [21] that a slightly-modified HRNet
combined with ASPP achieved the best performance for
Mapillary panoptic segmentation in the single model case.
In the COCO + Mapillary Joint Recognition Challenge
Workshop at ICCV 2019, the COCO DensePose challenge
winner and almost all the COCO keypoint detection chal-
lenge participants adopted the HRNet. The OpenImage
instance segmentation challenge winner (ICCV 2019) also
used the HRNet.
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