Abstract—View synthesis aims to produce unseen views from a set of views captured by two or more cameras at different positions. This task is non-trivial since it is hard to conduct pixel-level matching among different views. To address this issue, most existing methods seek to exploit the geometric information to match pixels. However, when the distinct cameras have a large baseline (i.e., far away from each other), severe geometry distortion issues would occur and the geometric information may fail to provide useful guidance, resulting in very blurry synthesized images. To address the above issues, in this paper, we propose a novel deep generative model, called Self-Consistent Generative Network (SCGN), which synthesizes novel views from the given input views without explicitly exploiting the geometric information. The proposed SCGN model consists of two main components, i.e., a View Synthesis Network (VSN) and a View Decomposition Network (VDN), both employing an Encoder-Decoder structure. Here, the VDN seeks to reconstruct input views from the synthesized novel view to preserve the consistency of view synthesis. Thanks to VDN, SCGN is able to synthesize novel views without using any geometric rectification before encoding, making it easier for both training and applications. Finally, adversarial loss is introduced to improve the photo-realism of novel views. Both qualitative and quantitative comparisons against several state-of-the-art methods on two benchmark tasks demonstrated the superiority of our approach.

Index Terms—View synthesis, self-consistency, large baseline, generative model.

I. INTRODUCTION

VIEW synthesis generates a novel (absent) camera view image from known camera views of the same scene, as shown in Fig. 1. It can be widely applied in video conferencing [1], virtual reality [2], and free-viewpoint TV [3], etc. In this paper, we focus on synthesizing a middle view from two different views in real industrial scenarios where the ideal view is hard to obtain due to hardware limitations. For example, in some video conferencing equipment, cameras are positioned symmetrically on each side of the screen with a large baseline (i.e., the distance between two camera views) [4]. Moreover, the baseline between the two cameras is often pre-defined for specific products.

The view synthesis task, however, is extremely difficult due to the following challenges: 1) The large distance between two camera views may lead to huge occlusion. The model is hard to synthesize the novel views given limited information. 2) View synthesis is an ill-posed problem. Specifically, there exists an infinite number of middle/novel views that correspond to the same input views [5]. Thus, the space of the possible view synthesis functions can be extremely large, making it hard to find a good solution. Several recent works [6], [7], [8] attempt to solve the view synthesis problem by warping with a depth camera. However, depth images are difficult to obtain due to the limitation of the hardware. Therefore, some geometry-based view synthesis methods [9], [10], [11], [12], [13], [14] are proposed to synthesize novel views without the depth image. Such approaches add geometry constraints to preserve consistency between input views and the synthesized view. However, when the input views have huge occlusion, these geometry-based methods may learn mismatching corresponding map between the input views, or even fail to learn the correspondences. To overcome the drawbacks of geometry-based methods, some image-content-based methods [14], [9], [15] formulate the view synthesis task as a mapping from input views to the target view without geometry constraints. Despite these attempts, the space of the possible view synthesis functions is still extremely large, which makes it difficult to learn a good model.
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To address the above issues, we propose a new view synthesis method, called Self-Consistent Generative Network (SCGN), to simultaneously produce photo-realistic novel views and preserve consistency among different views of the same scene. Specifically, to address the challenge brought by the large baseline between cameras, we propose View Synthesis Network (VSN) model that directly learns the mapping from the input side views to the resultant novel/middle view. To reduce the space of possible mapping functions, we design a self-consistency scheme that introduces an additional constraint by decomposing the synthesized novel view back into the original input side views, and propose a View Decomposition Network (VDN) to learn the decomposition mapping. To further improve the photo-realism of the synthesized view, we incorporate an adversarial loss and an image sharpness loss into the training objective to train the proposed model. Unlike cycle-consistency [17] that helps minimize the distribution divergence, our self-consistency builds a cycle to improve the pixel-wise prediction. With the self-consistency constraint, we are able to effectively reduce the space of possible mapping functions and thus obtain promising views synthesis performance. Extensive experiments on an indoor dataset and an outdoor dataset demonstrate the superiority of the proposed method over existing methods.

Our main contributions are summarized as follows.

- We propose a novel deep View Synthesis Network, called Self-consistent Generative Network (SCGN), which simultaneously synthesizes photo-realistic unseen views and preserves high consistency among different views of the same scene.
- We propose a View Decomposition Network (VDN) that reconstructs the input views from the synthesized view. In this way, different views are highly correlated with each other and the geometric pre-processing (e.g., rectification) in existing methods becomes not necessary.
- Comprehensive experiments demonstrate the superior performance of the proposed method over existing methods both quantitatively and qualitatively. In particular, the proposed method is able to produce visually promising middle views on both the benchmark datasets and the real-world conferencing system.

II. RELATED WORK

Multi-view synthesis. Synthesizing a novel view from multiple view images has long been studied. Debevec et al. [18] combines both image-based and geometry-based techniques to render novel views from multiple views. Sagonas et al. [19] considers frontal facial image synthesizing as an optimization problem. Traditional methods fail in occlusion situations and may generate artifacts in synthesized views. Thus, some approaches that combine different learning methods are proposed to tackle such bottlenecks.

Learning-based approaches tackle multi-view synthesis task via training a prediction model, e.g., Convolutional Neural Networks (CNNs) [14], [10], [29], [21]. Dosovitskiy et al. [14] trains CNN to render images of chairs with different poses, lighting, etc. DeepStereo [21] synthesizes a novel view by interpolating from neighboring posed views of a scene. However, it is difficult to composite occluding content under large baselines. Similarly, Multi2Novel [13] and StereoMagnification [4] use multi-plane or multi-view to construct a plane-sweep volume. They have the same problem as DeepStereo. Considering the correlation among different views, Zhou et al. [10] proposes View Synthesis by Appearance Flow (VSAF) to synthesize new images of the same object from arbitrary viewpoints. However, VSAF requires viewpoint transformation information (in addition to the input images) and may lead to incorrect content due to occlusion. Park et al. [22] and Ji et al. [12] seek to improve VSAF by addressing these problems. Disocclusion-aware Appearance Flow Network (DOAFN) [22] is proposed to predict not only a novel view but also a visibility map to improve performance. Multi-Scale Adversarial Correlation Matching (MS-ACM) [23] models structures as self-correlation coefficients extracted from multi-scale feature maps. Unfortunately, both DOAFN and MS-ACM are not suitable for the multi-view synthesis task studied in this paper due to the limitation of a single view input. To render a novel view, View Independent Generative Adversarial Network (VIGAN) [24] and Extreme View Synthesis [25] input additional camera pose, which is not required in our multi-view synthesis task. DVM [12] aims to synthesize novel views from multiple views without additional information beyond input image pairs. Our model outperforms DVM when dealing with a large baseline image pair.

Generative adversarial networks (GANs). Recently, many GANs [26], [27], [28] have been proposed to generate images, such as DCGANs [29], WGANs [30], and progressive GANs [31]. Inspired by GANs, Huang et al. [5] proposed a Two-Pathway Generative Adversarial Network (TP-GAN) to synthesize a facial view image from one side view while preserving the symmetric structure of faces. However, TP-GAN ignores data consistency and may result in meaningless images. Regarding this issue, Zhu et al. proposed cycle-consistency loss to preserve the content in image translation by enforcing double-sided consistency during training [17]. Better than Pix2Pix [33], the double forward-backward processes qualify it for unsupervised tasks. However, unlike image translation, the multi-view synthesis task is often a supervised task in which we should exactly recover a novel view from two or more view images (or videos) obtained by cameras at distinct positions with more strict constraints. Focusing on addressing the multi-view synthesis task, in this paper, we use self-consistency (one cycle mapping from the synthesized view to side views) to ensure the input views (which may contain occluded contents) can be reconstructed.

III. SELF-CONSISTENT GENERATIVE NETWORK

With the goal of addressing the challenges in the view synthesis task, i.e., synthesizing novel views under large baselines with more occluded areas in paired views, and avoiding the limitations of geometric modules under large baselines, we propose self-consistency in our model.
Without loss of generality, we introduce our method by focusing on synthesizing the absent frontal view from two stereo views, as shown in Fig. 1. Given a set of stereo view triplets \( \{(I_l^i, I_r^i, I_s^i)\}_{i=1}^n \), we seek to learn a mapping \( G : (I_l^i, I_r^i) \rightarrow I_s^{gt} \) to recover the ground-truth view \( I_s^{gt} \) from a given input view pair \( (I_l^i, I_r^i) \). This task is non-trivial due to the view correspondence issue of distinct views.

In this paper, we present a novel view synthesis method, called Self-Consistent Generative Network (SCGN). As shown in Fig. 2, our proposed method consists of two parts, namely a View Synthesis Network (VSN) for generating a frontal view from two stereo views, and a View Decomposition Network (VDN) for attempting to reconstruct two input stereo views from the synthesized frontal view. Here, VDN helps to address the occlusion problem caused by a large baseline. Furthermore, to ensure the photo-realism of the synthesized views, we further introduce a GAN based loss to train the model rather than the simple pixel-wise loss. The details of each part will be described in the following sections.

### A. View Synthesis Network

As shown in the purple dotted block of Fig. 2, we employ an encoder-decoder network to implement the view synthesis network \( G \), consisting of an encoder \( G^E \) and a decoder \( G^D \). Both the encoder and the decoder networks are composed of a stack of residual blocks \( \theta \), allowing for faster convergence and better performance. To improve the representation ability of the embedding, in the encoder, we replace the last three convolutional layers with dilated convolutions \( \theta_3 \) to increase the receptive field of the filters without increasing the number of weights.

Given the left and right views \( I_l^i \) and \( I_r^i \), the synthesized view, denoted by \( I_s^i \), can be computed by

\[
I_s^i = G^D(G^E(I_l^i, I_r^i)),
\]

where \( G^E(I_l^i, I_r^i) \) denotes feature extraction from \( I_l^i \) and \( I_r^i \) using a weight-shared encoder. Specifically, we first use the encoder model to extract features from \( I_l^i \) and \( I_r^i \) independently. Then, we concatenate the features of \( I_l^i \) and \( I_r^i \) as the output of \( G^E(I_l^i, I_r^i) \).

#### Reconstruction loss

To exactly recover the frontal view image, it is straightforward to use a pixel-wise loss to minimize the distance between the synthesized view \( I_s^i \) and the ground-truth \( I_s^{gt} \) on pixel level:

\[
L_p(\theta_G) = \frac{1}{n} \sum_{i=1}^{n} \| I_s^i - I_s^{gt} \|_1,
\]

where \( n \) denotes the number of images, \( \| \cdot \|_1 \) denotes \( \ell_1 \)-norm.

#### Sharpness loss

To improve the quality of the synthesized images, we integrate an image sharpness method into the loss function. First, to measure the sharpness of images, we exploit the sharpness criterion \( Q_S \) in LOGS \(^{37}\) by computing the differences of the textural complexity between the synthesized image and its blurred version obtained by a Gaussian smoothing filter. The textural complexity can be represented by the standard deviations of the pixels in the image. Following \(^{37}\), we compute \( Q_S \) in a block-wise manner:

\[
Q_S(I) = \sum_{i=1}^{Z} \sqrt{\sigma_{1i}^2 - \sigma_{2i}^2},
\]

where \( \sigma_{1i} \) and \( \sigma_{2i} \) represent the standard deviations of the \( i \)-th block in the image and its blurred version. Here, \( Z = [\frac{M}{k}] \cdot [\frac{N}{k}] \) denotes the total number of blocks, where \( k \) denotes...
the block size, $M$ and $N$ denote the height and width of the image $I$, respectively. Then, we construct the sharpness loss $L_{\text{sharp}}$ based on $Q_S$:

$$L_{\text{sharp}} = \frac{1}{n} \sum_{i=1}^{n} \| Q_S(I^g_i) - Q_S(I^s_i) \|_1,$$

(4)

where $I^s$ denotes the synthesized view and $I^g$ denotes the ground-truth view.

**Adversarial loss.** To improve the photo-realism of the synthesized views, we propose to train the network in an adversarial manner. Specifically, VSN can be regarded as a generator $G$ for synthesizing a frontal view $I^s$ that is as photo-realistic as the real one $I^g$. To enable VSN to synthesize a good-quality frontal view, we also introduce discriminator $D$ to distinguish the generated frontal view from a real frontal view.

Let $\theta_G$ and $\theta_D$ be the model parameters of the generator $G$ and the discriminator $D$, respectively. Following [26], the adversarial network can be trained by solving the following minimax problem:

$$\min_{\theta_G} \max_{\theta_D} L_{\text{gen}}(\theta_G, \theta_D),$$

(5)

with $L_{\text{gen}}(\theta_G, \theta_D)$ being

$$L_{\text{gen}}(\theta_G, \theta_D) = \mathbb{E}_{I^g \sim P_{I^g}} \log D(I^g) + \mathbb{E}_{I^s \sim P_{I^s}} \log (1 - D(I^s)),$$

(6)

where $P_{I^g}$ and $P_{I^s}$ are the distributions of the ground-truth and synthesized image, respectively.

In the training, the discriminator $D$ can be learned by minimizing the following loss:

$$L_{\text{disc}}(\theta_D) = -\frac{1}{n} \sum_{i=1}^{n} \log D(I^s_i) - \log (1 - D(I^g_i)),$$

(7)

where $D(I^s)$ is the probability that a synthesized image is a real frontal view. For better gradient behavior, we minimize $-\log D(I^s)$ instead of $\log (1 - D(I^s))$ [26]. For the generator $G$, we can define the **adversarial loss** as follows:

$$L_{\text{adv}}(\theta_G) = -\frac{1}{n} \sum_{i=1}^{n} \log D(G^D(G^E(I^l_i, I^r_i))).$$

(8)

During training, the adversarial loss will be combined with other losses to update the parameters $\theta_G$ of generator $G$.

**B. View Decomposition Network**

For the ill-posed problem that there exists an infinite number of middle/novel views that correspond to the same input views [5], we propose a self-consistency scheme to reduce the space of possible view synthesis functions. Specifically, we propose a View Decomposition Network (VDN) that reconstructs the input side views from the predicted middle/novel view, as shown in the blue block of Fig. 2.

The VDN consists of an encoder $V^E$ and two separate decoders $V^l$ for the two side views. Specifically, VDN introduces a decomposition mechanism to decompose the generated frontal image $I^s$ from VSN backward into $(\hat{I}^l, \hat{I}^r)$, i.e.,

$$\hat{I}^l = V^D.l(V^E(I^s)) \quad \text{and} \quad \hat{I}^r = V^D.r(V^E(I^s)).$$

(9)

In addition, by regenerating the side views, VDN here can ensure the validity of the generated occluded area. This is the reason why the VSN in our model does not need to contain a rectification module or any transformation operations. In combination with the forward generation network (i.e., VSN) that learns the translation from $(\hat{I}^l, \hat{I}^r)$ to $I^s$, VSN can backtrack to the original source and enforce forward-backward constraints on input view pairs. The predicted left and right views $(\hat{I}^l, \hat{I}^r)$ should be close to the real left and right input $(I^l, I^r)$. We, therefore, minimize the distance between $(\hat{I}^l, \hat{I}^r)$ and $(I^l, I^r)$ through $L_{\text{vc}}$:

$$L_{\text{vc}}(\theta_G, \theta_V) = \frac{1}{n} \sum_{i=1}^{n} \| \hat{I}^l_i - I^l_i \|_1 + \| \hat{I}^r_i - I^r_i \|_1.$$  

(10)

Noted that the proposed self-consistency has several difference with cycle-consistency [17]. Firstly, cycle-consistency uses cycles to help minimize distribution divergence without ground truth while our self-consistency builds a cycle to improve the pixel-wise prediction together with reconstruction loss. Secondly, cycle-consistency learns two symmetric mappings between the images in two domains while our self-consistency learns two asymmetric mappings, i.e., a synthesis mapping and a decomposition mapping. In practice, the proposed self-consistency scheme is able to significantly improve the performance by incorporating the constraint w.r.t. the decomposition mapping (See Table IV, Table V, and Table VI in the paper).

**C. Training Details**

To train SCGN, we need to update the parameters $\theta_G$ for VSN, $\theta_V$ for VDN and $\theta_D$ for discriminator $D$. Following GANs [26], we adopt an alternating optimization scheme to train SCGN using mini-batch stochastic gradient descent (SGD), as shown in Algorithm 1. Let $\alpha$ be the learning rate for SGD. In each iteration, for discriminator $D$, we update $\theta_D$ by minimizing the loss $L_{\text{disc}}$ according to

$$\theta_D = \theta_D - \alpha \nabla_{\theta_D} L_{\text{disc}}.$$  

(11)

For VSN, we should update $\theta_G$ by minimizing the following loss function:

$$L_G(\theta_G) = L_p + \lambda_1 L_{\text{vc}} + \lambda_2 L_{\text{adv}} + \lambda_3 L_{\text{sharp}},$$

(12)

The objective function is the sum of the losses.

**Algorithm 1 Training algorithm for SCGN**

**Require:** Training stereo view triplets $(I^l_i, I^r_i, I^g_i)_{i=1}^n$; batch size $m$; number of training iterations $T$; learning rate $\alpha$.

1: for $t = 1, ..., T$ do
2: Sample a mini-batch of views $(I^l_i, I^r_i, I^g_i)_{i=1}^n$.
3: Synthesize the frontal view $I^s_i$ using Eq. (1).
4: Synthesize view pair $(\hat{I}^l_i, \hat{I}^r_i)$ from $I^s_i$ using Eq. (9).
5: Update discriminator parameters $\theta_D$ using Eq. (11).
6: Update VSN parameters $\theta_G$ using Eq. (13).
7: Update VDN parameters $\theta_V$ using Eq. (14).
8: end for
where $\lambda_1$, $\lambda_2$, and $\lambda_3$ are balancing parameters. Specifically, we consider the loss function with the $L_{\text{sharp}}$ term as a variant of the loss function without the $L_{\text{sharp}}$. We further discuss this variant in Section V-D. Thus, the update can be made by

$$
\theta_G = \theta_G - \alpha \nabla \theta_G L_G.
$$

(13)

Last, for VDN, we update $\theta_V$ by minimizing the loss $L_{uv}$ according to

$$
\theta_V = \theta_V - \alpha \nabla \theta_V L_{uv}.
$$

(14)

D. Details of the Network Structure

1) View synthesis network: We build the view synthesis network $G$ following the scheme of an encoder-decoder network. The details are shown in Table I.

**Encoder.** The weight-shared encoder $G^E$ takes the left and right views as inputs respectively. For the encoder $G^E$, each convolutional layer is followed by a leaky rectified linear unit (leaky ReLU). To better leverage spatial information and large distance information, dilated convolution is also employed in the encoder. Then, the encoded features of the left and right views ($ec6_{l}, ec6_{r}$) are concatenated along the channel dimension and taken as the inputs of the decoder $G^D$. We also introduce residual blocks to our model. Specifically, each max-pooling layer is followed by one residual block and the final layer of the encoder (i.e., ec6) is followed by four residual blocks.

**Decoder.** For the decoder $G^D$, we adopt ReLU as the non-linear activation function except for the final convolution layer $dc5$. In layer $dc5$, tanh is adopted to keep the output within the normalized data range. We obtain $\{ecfeat_{l}, ecfeat_{r}\}$ ($k \in \{1, 2, 3\}$) by applying $1 \times 1$ kernels to the outputs of $\{eck_{l}, eck_{r}\}$ ($k \in \{1, 2, 3\}$), respectively. We insert skip-connection between the encoder and the decoder and obtain the input of the next layer by concatenating $\{ecfeat_{l}, ecfeat_{r}\}$ ($k \in \{1, 2, 3\}$) with $upk$ ($k \in \{1, 2, 3\}$).

2) View decomposition network: Unlike the view synthesis network $G$, the view decomposition network $V$ is a fully convolutional network with the structure shown in Table II.

It is noteworthy that, we obtain $\{dec5_{l}, dec5_{r}\}$ by applying two $1 \times 1$ kernels to the output of $dec5$ in the encoder $V^E$. Then, the two decoders individually process $\{dec5_{l}, dec5_{r}\}$ to acquire their decomposed views. Leaky ReLU, residual blocks, and skip-connections are introduced in this network, similar to the view synthesis network, to ensure the effectiveness of our model.

3) Discriminator network: We show the detailed structure of the discriminator network $D$ in Table III. Each convolutional layer is followed by a leaky ReLU. The fully connected layer on top of the convolutional layers is used to estimate the probability that the middle view $I^l$ or $I^r$ is real.

### IV. Experiments

To demonstrate the effectiveness and robustness of the proposed method, we compare SCGN with several state-of-the-art methods in both indoor and outdoor scene synthesis settings. Specifically, we conduct multi-view synthesis experiments on

---

**TABLE I**

Detailed structure of the view synthesis network. The layer types “conv”, “maxpool”, “dconv”, and “upsample” represent “convolution”, “max-pooling”, “dilated convolution” and “upsampling” respectively. $k$ denotes the kernel size, $s$ is the stride of the layer and $r$ denotes the dilation rate of dilated convolution. The default input of each layer is the output of the previous layer, except for those layers specified by the column “Input”.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Type</th>
<th>$k$</th>
<th>$s$</th>
<th>$r$</th>
<th>Output Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>dc1</td>
<td>conv</td>
<td>7</td>
<td>1</td>
<td>-</td>
<td>112×112×16</td>
</tr>
<tr>
<td>up1</td>
<td>upsample</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>56×56×64</td>
</tr>
<tr>
<td>dc2</td>
<td>conv</td>
<td>5</td>
<td>2</td>
<td>-</td>
<td>56×56×32</td>
</tr>
<tr>
<td>ep2</td>
<td>maxpool</td>
<td>3</td>
<td>2</td>
<td>-</td>
<td>28×28×32</td>
</tr>
<tr>
<td>ec3</td>
<td>conv</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>14×14×256</td>
</tr>
<tr>
<td>ec4</td>
<td>dconv</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>28×28×128</td>
</tr>
<tr>
<td>ec5</td>
<td>dconv</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>14×14×256</td>
</tr>
</tbody>
</table>

**TABLE II**

Detailed structure of the view decomposition network. “dconv” represents the deconvolution layer.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Type</th>
<th>$k$</th>
<th>$s$</th>
<th>Output Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>dec1</td>
<td>conv</td>
<td>7</td>
<td>2</td>
<td>112×112×16</td>
</tr>
<tr>
<td>dec2</td>
<td>conv</td>
<td>5</td>
<td>2</td>
<td>56×56×32</td>
</tr>
<tr>
<td>dec3</td>
<td>conv</td>
<td>3</td>
<td>2</td>
<td>28×28×32</td>
</tr>
<tr>
<td>dec4</td>
<td>conv</td>
<td>3</td>
<td>2</td>
<td>14×14×256</td>
</tr>
<tr>
<td>dec5</td>
<td>conv</td>
<td>3</td>
<td>1</td>
<td>14×14×256</td>
</tr>
</tbody>
</table>

**TABLE III**

Detailed structure of the discriminator network.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Type</th>
<th>$k$</th>
<th>$s$</th>
<th>Output Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>dsc1</td>
<td>conv</td>
<td>5</td>
<td>2</td>
<td>112×112×32</td>
</tr>
<tr>
<td>dsc2</td>
<td>conv</td>
<td>5</td>
<td>2</td>
<td>56×56×64</td>
</tr>
<tr>
<td>dsc3</td>
<td>conv</td>
<td>5</td>
<td>2</td>
<td>28×28×128</td>
</tr>
<tr>
<td>dsc4</td>
<td>conv</td>
<td>5</td>
<td>2</td>
<td>14×14×256</td>
</tr>
<tr>
<td>fc5</td>
<td>fc</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Multi-PIE [16] and KITTI [38] datasets for the indoor and outdoor scene synthesis tasks, respectively.

We also apply our method in real conferencing systems 2. We collect frames (roughly 5K triplets) containing multiple human subjects with their upper bodies in a conferencing scenario. We use 80% for fine-tuning and 20% for testing. The data for fine-tuning and testing share the same backgrounds. The same subject with different clothing or motions may appear in different frames. Thus, there is no overlap in image level data. More details of the data collection are described in Section IV-G1.

---

1. Multi-PIE [16] and KITTI [38] datasets for the indoor and outdoor scene synthesis tasks, respectively.
2. The demos and the implementation of the proposed SCGN are available at https://github.com/zhuomanliu/SCGN.
A. Implementation Details and Datasets

For convenience, we use the same experimental settings for experiments on both Multi-PIE and KITTI datasets. Specifically, for the optimization, we use Adam [39] with $\beta_1 = 0.9$ and $\beta_2 = 0.999$ and normalize all images to the range $(-1, 1)$ to train the model while set $\lambda_1 = 0.01$, $\lambda_2 = 0.001$ and $\lambda_3 = 0.01$ to balance the losses in Eq.(12). We train the proposed SCGN for 371,400 iterations with a batch size of 1. The learning rate is set to $1 \times 10^{-4}$ and $1 \times 10^{-5}$ for generator and discriminator, respectively, and decays by 0.1 at iteration 185,700. During training, the original images are center cropped to $\min(H,W) \times \min(H,W)$, where $H$ and $W$ indicate the height and width of the original image, respectively. Then, we resize it to $224 \times 224$. We implement our proposed method on TensorFlow [40] and conduct all experiments on a single Nvidia TitanX GPU.

Multi-PIE. The indoor dataset Multi-PIE contains more than 750,000 images of 337 people under 15 symmetrical viewpoints. For all of the experiments on Multi-PIE in this paper, we divide the dataset into 270 people for training and 67 people for testing, and make image triplets that include the frontal view (i.e., the 0° pose captured by the central camera) and two symmetrical side views (from 6 different baselines $\{b_S = \pm 15^\circ, b_M = \pm 30^\circ, b_L = \pm 45^\circ, b_0 = \pm 60^\circ, b_T = \pm 75^\circ, b_0 = \pm 90^\circ\}$) for training and evaluation. Furthermore, the cropped image triplets include not only the facial region but also the complex background.

KITTI. The outdoor dataset KITTI provides 22 odometry and image sequences of urban city scenes. Our experimental settings on KITTI are the same to the standard setting of view synthesis and have been widely used in view synthesis methods [10, 21, 13, 41]. The KITTI [38] dataset contains the frame sequences captured by the camera on a car traveling through urban city scenes. When we select two frames from a sequence, they can be seen as two views captured by the cameras at different positions. Actually, it is consistent with the standard setting of view synthesis that we seek to produce a novel view from multiple views captured by the cameras at different positions. To demonstrate the robustness and superiority of SCGN under the scenes with complex backgrounds, we conduct experiments on this dataset. According to the settings of VSAF [10] on KITTI, we first randomly sample a frame as ground truth and then select two symmetric frames within the sequence that are separated by $\pm K$ frames as the input image pair, where $k$ is randomly sampled from the set $\{1, 2, \ldots, 7\}$. We split the first 11 sequences into 9 for training and 2 for testing and randomly collect paired frames with different baselines.

B. Comparing Methods

On Multi-PIE and KITTI, we compare SCGN with several state-of-the-art methods, including View Synthesis by Appearance Flow (VSAF) [10], Deep View Morphing (DVM) [12], View Independent Generative Adversarial Network (VI-GAN) [24], Multi-Scale Adversarial Correlation Matching (MS-ACM) [15], and Extreme View Synthesis (EVS) [42]. Since the source code of DVM, MS-ACM and VI-GAN are not public, we reimplement DVM and MS-ACM on TensorFlow [40] and VI-GAN on PyTorch [43].

We also consider the widely used image-content-based method Encoder-Decoder (ED) [12] in the comparisons. ED is inspired by the Encoder-Decoder Network (EDN) in DVM.

---

\[^3\text{http://www.cs.cmu.eduafs/cs/project/Pie/MultiPie.}\]
We employ the ED as a baseline to evaluate the content-based method. To this end, we modify the outputs and architecture of the decoders in the EDN to have the same input and output settings as our method. We also extend the adversarial training scheme to DVM [12] and obtain its GAN-based variant, called adversarial DVM (ADVM).

Furthermore, to demonstrate the excellent performance of our method, we further compare SCGN with some generative methods, e.g., Pix2Pix [33] and CycleGAN [17], and geometry-based methods that leverage known camera poses or plane-sweep volumes, e.g., Multi2Novel [13] and Stereo-Magnification [4], on KITTI.

C. Evaluation Metrics

For quantitative comparisons, we adopt the Peak Signal-to-Noise Ratio (PSNR), Multi-Scale Structural Similarity (MS-SSIM) [31], and Inception Score (IS) [44] as performance metrics. The PSNR measures the amount of signal loss w.r.t. a reference and the MS-SSIM measures the similarity between the generated images and the reference images. The inception score measures both the single image quality and the diversity over a large number of samples. For all the above metrics, the larger the metric value is, the better the performance of the method is. We also adopt the mean of $MSE$ (mMSE) (used in DVM [12] and $L_1$ error (used in VSAF [10]) for fair comparisons. For these two metrics, the smaller the metric value is, the better the performance of the method is.

Furthermore, several view synthesis quality assessment methods [43, 46, 47, 48] have been shown very effective for view synthesis quality evaluation. Specifically, we compare the performances of our SCGN model with the considered methods in terms of LOGS [47], which is a view synthesis quality metric. For the LOGS, the higher metric value indicates better quality.

D. Training Convergence

In this experiment, we compare the training and testing convergence of different methods on both Multi-PIE and KITTI datasets in terms of PSNR and MS-SSIM. The experimental results of the indoor and outdoor datasets are shown in Fig. 5 and Fig. 4, where (a), (b) and (c), (d) show the convergence results in terms of PSNR and MS-SSIM, respectively, during both training and testing periods.

From Fig. 3 and Fig. 4, our SCGN shows faster convergence than other methods in terms of both PSNR and MS-SSIM. As for the testing performance, our SCGN consistently outperforms other methods during the whole training procedure. These results demonstrate the superior performance of the proposed method over competing approaches.

E. View Synthesis Results on Indoor Scenes

We compare our SCGN with state-of-the-arts on Multi-PIE and report the results in Table IV. Noted that the results on Multi-PIE for EVS are unavailable because of the lack of camera pose in the Multi-PIE. From Table IV we observe that, first, SCGN consistently outperforms other methods on all evaluation metrics under different baseline settings. Our model obtains the highest PNSR and inception score, suggesting that the synthesized results are more photo-realistic. Moreover, high MS-SSIM values and high LOGS values with low error values (e.g., mMSE, $L_1$ error) show that SCGN generates accurate results. Second, SCGN significantly outperforms the considered methods, especially when the baseline is very large, i.e., $b_{50}$, $b_{75}$, $b_{60}$, $b_{75}$, and $b_{90}$. In other words, our method is able to effectively predict the frontal view from two distant side views. In contrast, geometry-based methods (e.g., VSAF, DVM, EVS) obtain poor metric values and fail to synthesize high-quality frontal views under large baselines. Furthermore, ED performs better than these geometry-based methods, which shows that view synthesis under large baselines benefits from methods based on image content.

From the visual comparison results in Fig. 5 and Fig. 6, we observe that, first, SCGN is able to produce quality images with sharper face structures and finer details in the background.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>MS-SSIM</th>
<th>Inception Score</th>
<th>mMSE</th>
<th>$L_1$</th>
<th>LOGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSAF [10]</td>
<td>19.36</td>
<td>0.7199</td>
<td>134.50</td>
<td>0.171</td>
<td>0.1979</td>
<td></td>
</tr>
<tr>
<td>DVM [12]</td>
<td>21.26</td>
<td>0.8866</td>
<td>-</td>
<td>131.67</td>
<td>0.123</td>
<td>0.2381</td>
</tr>
<tr>
<td>ADVM</td>
<td>20.89</td>
<td>0.8587</td>
<td>1.68 ± 0.12</td>
<td>131.76</td>
<td>0.125</td>
<td>0.2044</td>
</tr>
<tr>
<td>ED [12]</td>
<td>23.30</td>
<td>0.8940</td>
<td>130.63</td>
<td>0.083</td>
<td>0.2505</td>
<td></td>
</tr>
<tr>
<td>VI-GAN [24]</td>
<td>21.22</td>
<td>0.7910</td>
<td>1.72 ± 0.19</td>
<td>131.87</td>
<td>0.101</td>
<td>0.2436</td>
</tr>
<tr>
<td>MS-ACM [15]</td>
<td>25.16</td>
<td>0.9006</td>
<td>1.62 ± 0.38</td>
<td>129.23</td>
<td>0.064</td>
<td>0.2501</td>
</tr>
<tr>
<td>SCGN (ours)</td>
<td>26.30</td>
<td>0.9620</td>
<td>1.97 ± 0.22</td>
<td>128.95</td>
<td>0.054</td>
<td>0.2719</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>MS-SSIM</th>
<th>Inception Score</th>
<th>mMSE</th>
<th>$L_1$</th>
<th>LOGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSAF [10]</td>
<td>17.35</td>
<td>0.6273</td>
<td>136.39</td>
<td>0.191</td>
<td>0.1799</td>
<td></td>
</tr>
<tr>
<td>DVM [12]</td>
<td>18.39</td>
<td>0.6744</td>
<td>135.52</td>
<td>0.180</td>
<td>0.2069</td>
<td></td>
</tr>
<tr>
<td>ADVM</td>
<td>18.25</td>
<td>0.7010</td>
<td>1.67 ± 0.16</td>
<td>135.37</td>
<td>0.185</td>
<td>0.1746</td>
</tr>
<tr>
<td>ED [12]</td>
<td>21.07</td>
<td>0.8270</td>
<td>132.54</td>
<td>0.103</td>
<td>0.2278</td>
<td></td>
</tr>
<tr>
<td>VI-GAN [24]</td>
<td>20.35</td>
<td>0.7565</td>
<td>1.72 ± 0.17</td>
<td>132.82</td>
<td>0.111</td>
<td>0.2416</td>
</tr>
<tr>
<td>MS-ACM [15]</td>
<td>22.51</td>
<td>0.8464</td>
<td>1.66 ± 0.41</td>
<td>130.71</td>
<td>0.086</td>
<td>0.2718</td>
</tr>
<tr>
<td>SCGN (ours)</td>
<td>22.83</td>
<td>0.8578</td>
<td>1.97 ± 0.22</td>
<td>130.40</td>
<td>0.076</td>
<td>0.2459</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>MS-SSIM</th>
<th>Inception Score</th>
<th>mMSE</th>
<th>$L_1$</th>
<th>LOGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSAF [10]</td>
<td>16.27</td>
<td>0.5257</td>
<td>139.01</td>
<td>0.215</td>
<td>0.1860</td>
<td></td>
</tr>
<tr>
<td>DVM [12]</td>
<td>16.77</td>
<td>0.6431</td>
<td>139.12</td>
<td>0.224</td>
<td>0.2414</td>
<td></td>
</tr>
<tr>
<td>ADVM</td>
<td>17.09</td>
<td>0.6436</td>
<td>1.67 ± 0.22</td>
<td>138.94</td>
<td>0.223</td>
<td>0.2034</td>
</tr>
<tr>
<td>ED [12]</td>
<td>20.51</td>
<td>0.7741</td>
<td>133.30</td>
<td>0.111</td>
<td>0.2292</td>
<td></td>
</tr>
<tr>
<td>VI-GAN [24]</td>
<td>19.66</td>
<td>0.7277</td>
<td>1.77 ± 0.27</td>
<td>133.92</td>
<td>0.121</td>
<td>0.2346</td>
</tr>
<tr>
<td>MS-ACM [15]</td>
<td>21.57</td>
<td>0.8174</td>
<td>1.66 ± 0.39</td>
<td>131.50</td>
<td>0.096</td>
<td>0.2377</td>
</tr>
<tr>
<td>SCGN (ours)</td>
<td>21.75</td>
<td>0.8268</td>
<td>1.91 ± 0.24</td>
<td>131.37</td>
<td>0.087</td>
<td>0.2407</td>
</tr>
</tbody>
</table>
Fig. 5. Visual comparisons of the synthesized view images under different baselines, where $M$ represents Multi-PIE and $\{b_S, b_M, b_L\}$ are three different baselines. For Multi-PIE, $\{View1, View2, GT\}$ represent $\{left, right, middle\}$ views.

Fig. 6. Visual comparison of image details generated by different methods on Multi-PIE. The red boxes and the green boxes emphasize the local details of background and face, respectively.

F. View Synthesis Results on Outdoor Scenes

Quantitative comparisons using the evaluation metrics are shown in Table VI and Table VII. From Table VI, SCGN outdistances the state-of-the-art view synthesis methods on PSNR and MS-SSIM, although the inception score of ADVM is slightly higher than that of our method. From Table VII, our method consistently outperforms the other methods according to several metrics, which verifies its effectiveness. It is worth noting that the image-to-image translation task is different from view synthesis because the latter has to synthesize a novel view from two distinct views with more strict constraints (e.g., generation of occluded contents), and it is hard to handle the synthesis task under large baselines for the compared geometry-based methods in Table VII which work well under stereo settings or other small baselines.

We show the experimental results of visual comparison in Fig. 8. For VSAF and the Encoder-Decoder (ED), the synthesized frontal views contain many deformations and blurs. For DVM and ADVM, artifacts still appear in some regions even though the generated images look realistic on the whole. In contrast, SCGN maintains robustness and performs...
well in scenes with rich texture, complex background and different light conditions. We also show image details such as shadows on the road in Fig. 10 which further demonstrates the superiority of our methods in terms of details.

G. Results on Real-world Conferencing System

1) Details about the conferencing dataset: For demo evaluation, we set up the experimental environment by placing two cameras on the left side and the right side, and capture view pairs as our inputs. Furthermore, to capture the frontal view as the ground-truth, we place an additional camera at the center of the screen on the same horizontal line as the other cameras.

2) Implementation details: We train the SCGN model on our conferencing dataset with a pre-trained model which is trained on Multi-PIE. Note that the pre-trained data are with similar settings of our conferencing dataset, i.e., people with a background in symmetrical image pairs. We also record two conferencing demos to further demonstrate the effectiveness and robustness of our SCGN. One of the demos shows the real conferencing system with less actions (named as SCGN_demo_talk.mp4), and the other shows a scene with much more rapid movements (named as SCGN_demo_move.mp4).
Fig. 9. Visual results of our demo in a real-world video conferencing system with a pre-defined baseline between the left and right cameras.

Fig. 10. Visual comparisons of image details generated by different methods on KITTI. The red boxes and the green boxes emphasize the local details of tree texture and shadow on the road, respectively.

TABLE VI

Performance comparison with state-of-the-art view synthesis methods under different baselines on KITTI.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>MS-SSIM</th>
<th>Inception Score</th>
<th>mMSE</th>
<th>(L_p)</th>
<th>LOGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSAF [10]</td>
<td>13.87</td>
<td>0.4533</td>
<td>-</td>
<td>151.34</td>
<td>0.258</td>
<td>0.3417</td>
</tr>
<tr>
<td>VL-GAN [12]</td>
<td>15.05</td>
<td>0.5294</td>
<td>1.83±0.06</td>
<td>146.31</td>
<td>0.233</td>
<td>0.1239</td>
</tr>
<tr>
<td>DVM [13]</td>
<td>15.48</td>
<td>0.6552</td>
<td>-</td>
<td>144.25</td>
<td>0.205</td>
<td>0.4051</td>
</tr>
<tr>
<td>ADVM</td>
<td>16.39</td>
<td>0.6061</td>
<td>2.96±0.29</td>
<td>141.37</td>
<td>0.179</td>
<td>0.3750</td>
</tr>
<tr>
<td>ED [12]</td>
<td>17.28</td>
<td>0.6859</td>
<td>-</td>
<td>139.28</td>
<td>0.159</td>
<td>0.3665</td>
</tr>
<tr>
<td>EVS [42]</td>
<td>14.74</td>
<td>0.5135</td>
<td>-</td>
<td>148.93</td>
<td>0.250</td>
<td>0.3776</td>
</tr>
<tr>
<td>MS-ACM [15]</td>
<td>19.35</td>
<td>0.7715</td>
<td>3.78±0.50</td>
<td>135.37</td>
<td>0.124</td>
<td>0.3817</td>
</tr>
<tr>
<td>SCGN (ours)</td>
<td>19.20</td>
<td>0.7772</td>
<td>2.41±0.25</td>
<td>129.48</td>
<td>0.031</td>
<td>0.4097</td>
</tr>
</tbody>
</table>

TABLE VII

Comparisons with additional state-of-the-art methods on KITTI. All methods are trained and tested in a paired setup.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>MS-SSIM</th>
<th>(L_p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pix2Pix [33]</td>
<td>12.59</td>
<td>0.6943</td>
<td>0.141</td>
</tr>
<tr>
<td>CycleGAN [14]</td>
<td>8.17</td>
<td>0.5112</td>
<td>0.226</td>
</tr>
<tr>
<td>Multi2Novel [13]</td>
<td>10.36</td>
<td>0.3904</td>
<td>0.413</td>
</tr>
<tr>
<td>StereoMagnification [4]</td>
<td>11.87</td>
<td>0.3792</td>
<td>0.194</td>
</tr>
<tr>
<td>SCGN (ours)</td>
<td>19.20</td>
<td>0.7772</td>
<td>0.031</td>
</tr>
</tbody>
</table>

3) View synthesis results on our demos: As shown in Fig. 9 for most scenes, our SCGN performs effectively and synthesizes views as photo-realistic as the captured frontal view. The good-quality visual results of the demos that even including two people with occlusions demonstrate the robustness of our SCGN. From the talking demo with fewer actions, we observe that the synthesized views are excellent with the small changes of inputs, and more details and visualized results of the moving demo are shown in the supplementary.

V. FURTHER EXPERIMENTS

We conduct further experiments on KITTI and Multi-PIE to demonstrate the effectiveness of each component of SCGN, including the View Synthesis Network (VSN), the View Decomposition Network (VDN), the adversarial loss, and the sharpness loss.

A. Effect of View Synthesis Network

We investigate the effect of VSN by comparing the original version of VSN (w/o VDN & adv) and the modified version of VSN (mVSN). Compared to VSN, mVSN removes the max-pooling layers of the encoder and the upsampling layers of the decoder. In addition, we train these two versions of VSN using only the \(L_p\) loss in Eq. (12). As shown in Table VIII, all of the evaluation metrics show that the original version of VSN outperforms the mVSN, which demonstrates the necessity of the feature compression and extraction mechanism in VSN.

B. Effect of View Decomposition Network

We investigate the effect of VDN by removing the VDN component (w/o VDN) and removing the \(L_{vc}\) in Eq. (12). Furthermore, we modify the separated decoders \(\{V_{D,l}, V_{D,r}\}\)
to be a single weight-shared decoder (mVDN) to evaluate the
effect of the separated decoders in VDN.

As shown in Table VIII, our model with VDN (SCGN)
significantly outperforms the model without VDN on KITTI
in terms of both PSNR and MS-SSIM although the inception
score of our model is slightly lower than that without VDN.
Our model with VDN (SCGN) also has higher PSNR than that
without VDN on different baselines of Multi-PIE as shown in
Table IX. Our model (SCGN) also outperforms the mVDN in
terms of all evaluation metrics. These results demonstrate that
using the two separate decoders to obtain the decomposed side
views is more effective than using a single decoder in VDN.

We also show the images regenerated by VDN in Fig. 15.
From this figure, VDN is able to decompose the synthesized
view into the original side views and recover the content
details on both Multi-PIE and KITTI. Moreover, from Fig. 13,
compared to the synthesized results from a variant of SCGN
without VDN, the windows and wheels synthesized by SCGN
with VDN are more realistic than those of the ground-truth
(GT) with less deformation. All of the above comparisons
show that VDN can help resolve the correspondence matching
issue and compensate for the lack of rectification, so that VSN
does not need to perform any geometric processing in advance,
and can directly learn the photo-realistic synthesized views
based on image content.

C. Effect of the Adversarial Loss $L_{adv}$

We investigate the effect of adversarial learning by removing
$L_{adv}$ (i.e., Eq. (8)) from the training procedure. As shown
in Table VIII the PSNR, MS-SSIM, and inception score of
SCGN without adversarial loss is slightly higher than that
with adversarial loss. The adversarial loss introduces diversity
to improve the photo-realism, leading to lower evaluation
metrics. From visual qualitative comparisons in Fig. 12, it can be seen that SCGN synthesizes rich details such as a clear lane line, tree texture, and shadow on the road, while the SCGN without the adversarial loss synthesizes smooth results.

D. Effect of the Sharpness Loss $L_{\text{sharp}}$

To investigate the effect of $L_{\text{sharp}}$ in Eq. (4) we consider 4 view synthesis settings on large baselines, i.e., $b_L (\pm 45^\circ)$, $b_{60} (\pm 60^\circ)$, $b_{75} (\pm 75^\circ)$, and $b_{90} (\pm 90^\circ)$ and on KITTI.

![Fig. 15. Regenerated results of VDN on Multi-PIE with large baselines, i.e., $b_L (\pm 45^\circ)$, $b_{60} (\pm 60^\circ)$, $b_{75} (\pm 75^\circ)$, and $b_{90} (\pm 90^\circ)$ and on KITTI.](image)

E. Discussion on Asymmetric Input Views

We apply our method to the view synthesis tasks with asymmetric input views on the Multi-PIE dataset. In the experiments, we randomly sample angles from the range between $15^\circ$ to $90^\circ$ to construct the asymmetric views. From the results in Table XII and Fig. 14, our SCGN is able to produce photo-realistic views from asymmetric input views.

![Fig. 14. Visual comparisons of the synthesized view under asymmetric input views, where $(\cdot, \cdot)$ represents input baseline of View1 and View2.](image)

![Table X](image)

<table>
<thead>
<tr>
<th>Baseline $b_L$</th>
<th>$L_{\text{sharp}}$</th>
<th>PSNR</th>
<th>MS-SSIM</th>
<th>Inception Score</th>
<th>mMSE</th>
<th>$L_1$</th>
<th>LOGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\times$</td>
<td>21.75</td>
<td>0.8258</td>
<td>1.91±0.24</td>
<td>137.37</td>
<td>0.087</td>
<td>0.2329</td>
<td></td>
</tr>
<tr>
<td>$\checkmark$</td>
<td>22.03</td>
<td>0.8349</td>
<td>1.83±0.30</td>
<td>131.10</td>
<td>0.087</td>
<td>0.2391</td>
<td></td>
</tr>
</tbody>
</table>

![Table XI](image)

<table>
<thead>
<tr>
<th>Baseline $b_{60}$</th>
<th>$L_{\text{sharp}}$</th>
<th>PSNR</th>
<th>MS-SSIM</th>
<th>Inception Score</th>
<th>mMSE</th>
<th>$L_1$</th>
<th>LOGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\times$</td>
<td>20.84</td>
<td>0.7929</td>
<td>1.84±0.33</td>
<td>132.32</td>
<td>0.102</td>
<td>0.2443</td>
<td></td>
</tr>
<tr>
<td>$\checkmark$</td>
<td>20.93</td>
<td>0.7969</td>
<td>1.78±0.32</td>
<td>132.23</td>
<td>0.101</td>
<td>0.2383</td>
<td></td>
</tr>
</tbody>
</table>

![Table XII](image)

<table>
<thead>
<tr>
<th>Baseline $b_{75}$</th>
<th>$L_{\text{sharp}}$</th>
<th>PSNR</th>
<th>MS-SSIM</th>
<th>Inception Score</th>
<th>mMSE</th>
<th>$L_1$</th>
<th>LOGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\times$</td>
<td>19.41</td>
<td>0.7459</td>
<td>1.74±0.24</td>
<td>134.11</td>
<td>0.121</td>
<td>0.2317</td>
<td></td>
</tr>
<tr>
<td>$\checkmark$</td>
<td>19.55</td>
<td>0.7473</td>
<td>1.75±0.31</td>
<td>133.90</td>
<td>0.117</td>
<td>0.2374</td>
<td></td>
</tr>
</tbody>
</table>

![Fig. 15](image)
TABLE XIII  

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Multi-PIE</th>
<th>KITTI</th>
<th>Multi-PIE</th>
<th>KITTI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>MS-SSIM</td>
<td>IS</td>
<td>PSNR</td>
</tr>
<tr>
<td>0.01</td>
<td>23.75</td>
<td>0.8774</td>
<td>2.19±0.24</td>
<td>18.20</td>
</tr>
<tr>
<td>0.001</td>
<td>23.08</td>
<td>0.8511</td>
<td>2.06±0.27</td>
<td>18.80</td>
</tr>
</tbody>
</table>

TABLE XIV  

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Multi-PIE</th>
<th>KITTI</th>
<th>Multi-PIE</th>
<th>KITTI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>MS-SSIM</td>
<td>IS</td>
<td>PSNR</td>
</tr>
<tr>
<td>0.01</td>
<td>23.65</td>
<td>0.8655</td>
<td>2.19±0.24</td>
<td>18.13</td>
</tr>
<tr>
<td>0.001</td>
<td>23.06</td>
<td>0.8774</td>
<td>1.90±0.22</td>
<td>18.49</td>
</tr>
<tr>
<td>0.0001</td>
<td>23.08</td>
<td>0.8511</td>
<td>2.06±0.27</td>
<td>19.13</td>
</tr>
</tbody>
</table>

TABLE XV  

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Multi-PIE</th>
<th>KITTI</th>
<th>Multi-PIE</th>
<th>KITTI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>MS-SSIM</td>
<td>IS</td>
<td>PSNR</td>
</tr>
<tr>
<td>0.1</td>
<td>19.71</td>
<td>0.7924</td>
<td>1.86±0.22</td>
<td>17.02</td>
</tr>
<tr>
<td>0.01</td>
<td>23.95</td>
<td>0.8774</td>
<td>2.19±0.24</td>
<td>19.86</td>
</tr>
<tr>
<td>0.001</td>
<td>23.08</td>
<td>0.8511</td>
<td>2.06±0.27</td>
<td>19.73</td>
</tr>
</tbody>
</table>

F. Effect of $\lambda_1$, $\lambda_2$, and $\lambda_3$ on the Performance of SCGN

In this section, we investigate the effect of $\lambda_1$, $\lambda_2$, and $\lambda_3$ in Eq. (12) on Multi-PIE and KITTI. Table XIII shows the experimental results with different $\lambda_1$ values when $\lambda_2 = 0.001$ and $\lambda_3 = 0.01$. The results for $\lambda_1 = 0.01$ are better than the others in terms of PSNR, MS-SSIM, and Inception Score (IS) on both datasets. We also evaluate our method with different $\lambda_2$ values when $\lambda_1 = 0.01$ and $\lambda_3 = 0.01$. Table XIV shows that SCGN with $\lambda_2 = 0.001$ achieves the best performance on three metrics. In addition, we investigate our method with different $\lambda_3$ values when $\lambda_1 = 0.01$ and $\lambda_2 = 0.001$. From Table XV our method performs the best when $\lambda_3 = 0.01$ in terms of three metrics. As a result, we suggest setting $\lambda_1 = 0.01$, $\lambda_2 = 0.001$, and $\lambda_3 = 0.01$ for SCGN by default.

G. Comparison of the Inference Latency of Different Methods

In this section, we show the average inference latency of different methods on the KITTI dataset using a single Nvidia TitanX GPU. We show the comparison results of latency and performance in Table XI. From these results, our method exhibits the fastest inference speed (27 fps) but yields the best performance above all the other compared methods.

VI. CONCLUSION

We have presented a simple but effective view synthesis network to synthesize unseen frontal and middle views from two side views with a large camera baseline without geometric processing. Specifically, we propose a view decomposition network by learning an inverse mapping from the synthesized view back to the input view pair to preserve content consistency; this mapping can take the place of rectification and solve the pixel-level matching problem. To improve the photo-realism of images, we further introduce an adversarial loss to increase the likelihood that the synthesized images will be indistinguishable from the real views. As a result, the proposed method can simultaneously produce photo-realistic unseen views and preserve the view consistency among all views of the same scene. Using different baselines, the proposed method consistently outperforms the other methods in terms of both quantitative and visual comparisons.
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