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A B S T R A C T

Knowledge distillation improves the performance of a compact student network by adding supervision from a
pre-trained cumbersome teacher network during training. To avoid the resource consumption of acquiring an
extra teacher network, the self-knowledge distillation designs a multi-branch network architecture with shared
layers for teacher and student models, which are trained collaboratively in a one-stage manner. However,
this method ignores the knowledge of shallow branches and rarely provides diverse knowledge for effective
collaboration of different branches. To solve these two shortcomings, this paper proposes a novel Diversified
Branch Fusion approach for Self-Knowledge Distillation (DBFSKD). Firstly, we design lightweight networks for
adding to the middle layers of the backbone. They capture discriminative information by global–local attention.
Then we introduce a diversity loss between different branches to explore diverse knowledge. Moreover, the
diverse knowledge is further integrated to form two knowledge sources by a Selective Feature Fusion (SFF) and
a Dynamic Logits Fusion (DLF). Thus, the significant knowledge of shallow branches is efficiently utilized and
all branches learn from each other through the fused knowledge sources. Extensive experiments with various
backbone structures on four public datasets (CIFAR100, Tiny-ImageNet200, ImageNet, and RAF-DB) show
superior performance of the proposed method over other methods. More importantly, the DBFSKD achieves
even better performance with fewer resource consumption than the baseline.
. Introduction

The Knowledge Distillation (KD) [1,2] is one of the most effec-
ive techniques to compress and accelerate the over-parameterized
eep models. It is essential to apply the deep learning in the applica-
ion scenarios with limited computational resources, such as embed-
ed human–computer interaction platforms, in-vehicle driver fatigue
etectors, etc.

The conventional knowledge distillation first trains a cumbersome
igh-performance model as the teacher model. Then a compact student
s trained by taking the knowledge of the teacher model as supervision,
ncluding the logits as soft targets [3], the feature-map activation
oundary [4], and intermediate layer feature maps [5]. So the compact
tudent network can achieve similar performance with less resource
onsumption and replace the cumbersome teacher network on the
eployment stage. Since the training of deep models is computationally
xpensive and time-consuming, the enormous cost of the two-stage
raining develops into the ultimate obstacle to the practical application
f conventional knowledge distillation.
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To reduce the resource consumption of conventional knowledge
distillation, the collaborative knowledge distillation methods, such as
DML [6], DCM [7], and KDCL [8], employ the same compact archi-
tecture for both the student and teacher networks and simplify the
execution steps by learning from each other in a one stage manner. Al-
though the collaborative knowledge distillation downsizes the teacher
to reduce the resource cost of training, we still need to train two
networks with similar performance, one of which is discarded on the
deployment stage.

The self-knowledge distillation methods add weak networks [9,10]
or early exits [11,12] at the middle layers of the backbone to form mul-
tiple branches. As shown in Fig. 1(a), these methods share the backbone
with all branches, treating the deeper branch as the teacher network
and the shallow branch as the student network. The self-knowledge
distillation transfers the knowledge from the deeper branch rather
than an extra pre-trained teacher network, which avoids training a
cumbersome teacher and reduces the overhead of the training process.
On the actual deployment stage, we can choose the more lightweight
branch according to different resource constraints.
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Fig. 1. The complementary performance of different branches in self-knowledge
distillation. (a) The multi-branch architecture of the Self-D. (b) The percentages of
best classified categories obtained with different branches on CIFAR100.

However, the self-knowledge distillation ignores the useful knowl-
edge of the shallow branches. We obtain the category-wise accuracies
of different branches in the Self-D [9] on CIFAR100 and illustrate
the percentages of best-classified classes for them in Fig. 1(b). It can
be observed that the Br-4 (i.e. the backbone) only achieves the best
performance on 46 categories among all the branches. Over half of
the all categories are best classified by the three shallower branches
(i.e., Br-1 to Br-3). This indicates that the knowledge of the shallow
branches can be complementary to the deeper ones. Therefore, it is
better to utilize such complementary knowledge to enhance the entire
network, rather than simply discarding them. To achieve this goal, we
propose a novel knowledge fusion approach to maximize the utilization
of shallow branch knowledge.

In addition, the features and logits of different branches become
similar with the guidance of the same knowledge source during the
training process. Such similarity may impair effectiveness of collabora-
tive learning for different branches [13–15]. Therefore, we introduce
an extra diversity loss between different branches to provide richer
knowledge for the performance improvement of the whole network.

Based on the above analysis, we propose a new Diversified Branch
Fusion approach for Self-Knowledge Distillation (DBFSKD). Our method
adds well-designed lightweight networks in the middle layers of the
backbone, which extract discriminative features from the backbone
by global–local attention and transform these features into a high-
dimensional space under few computations. We construct two fused
knowledge sources through a Selective Feature Fusion (SFF) and a
Dynamic Logits Fusion (DLF) for maximizing the usage of shallow
branch knowledge. The SFF can adaptively select important feature
maps to generate an additional feature map with richer information.
The logits based on the additional feature map are further dynamically
fused with the logits of other branches by DLF. The proposed method
aggregates the branch knowledge effectively by fusion in both features
and logits level. Furthermore, the DBFSKD encourages branches to
explore different knowledge by the diversity loss, which improves the
performance of the whole network. In summary, the main contributions
of this work are as follows:

• We design a lightweight network for adding to the middle layer
of the backbone. The network has an efficient attention module
to extract required features from the backbone, enabling shallow
branches to perform better.

• We explore how to effectively utilize each-branch knowledge to
improve the multi-branch self-knowledge distillation methods.
Specifically, we design two simple but effective fusion modules
named SFF and DLF for adaptively selecting the vital knowledge
from each branch to construct two fused knowledge sources at the
features and logits level.

• We introduce a diversity loss during training, which is imple-
mented by minimizing the similarity between feature maps. This
supervision encourages different branches to mine diverse knowl-
edge for improving the effect of knowledge fusion and producing
better teacher.
13
• Extensive experiments with various networks on three public
image classification datasets, i.e., CIFAR100, Tiny-ImageNet200,
and ImageNet, prove that the DBFSKD outperforms several state-
of-the-art knowledge distillation methods. Additionally, we also
verify the effectiveness of the DBFSKD for the application of facial
expression recognition on the RAF-DB dataset.

2. Related work

The related work of knowledge distillation mainly includes three
modes: (1) Conventional Knowledge Distillation: an experienced
teacher network transfers knowledge to a student network in a two-
stage manner; (2) Collaborative Knowledge Distillation: networks with
the same architecture learn from each other in a one-stage manner; (3)
Self-Knowledge Distillation: a network learns its own knowledge in a
one-stage manner.

2.1. Conventional knowledge distillation

The classical ‘‘teacher–student’’ two-stage knowledge distillation
mode is first proposed by Hinton [3]. The main idea is that the student
network simulates the soft target of a pre-trained teacher network.
Fitnets [16] extends this idea by allowing the student feature to match
the teacher feature and using the L2 norm to narrow the distance
between the two. Based on the Fitnets paradigm, many methods have
been derived. For example, Guan et al. [17] exploit neural architecture
search to find multi-teacher feature aggregation paths for feature-map
distillation. Heo et al. [18] propose to distill the activation boundary
of the feature map for knowledge transfer. However, simply one-to-
one assigning a teacher network layer as the supervisor to the student
network may not be conducive to its learning. Chen et al. [5] propose
cross-layer distillation with semantic calibration (SemCKD), which can
adaptively assign weights to feature maps of different layers through
the attention mechanism, so that the student network can find the
best matching feature map from the teacher network. In addition,
He et al. [19] propose a novel paradigm to transfer the integrated
knowledge to the baseline model and improve the performance of
incremental segmentation. Conventional knowledge distillation can ex-
pand the improvement space of the student network by continuously
enhancing the performance of the teacher network. However, it usually
needs to preserve a reservoir of persistent data and train a strong
teacher network to guide the student network [20], which is time-
consuming. Moreover, how to build a suitable bridge between the
two for improving the efficiency of knowledge transfer is an urgent
problem.

2.2. Collaborative knowledge distillation

The ‘‘student-student’’ collaboration is a one-stage knowledge distil-
lation mode, where the student networks learn from each other during
the joint training process. Zhang et al. [6] propose the deep mutual
learning (DML) to use soft targets to supervise each other. Inspired by
the DML, Yao et al. [7] propose the dense cross-layer mutual-distillation
(DCM), which adds many complex auxiliary classifiers to the hidden
layers of two networks. And then, the knowledge distillation operations
occur between the same-staged and different-staged classifiers of these
networks. In the DCM, the paths from the input to all auxiliary classi-
fiers have the same structure as the backbone, so these classifiers cannot
reduce resource consumption in the deployment phase. In [8], Guo
et al. make the networks produce different predictions by distorting the
input image, and achieve cooperation by learning the ensemble results
of these predictions. Furthermore, Chung et al. [21] suggest using
adversarial learning to perform feature-map distillation between net-
works. Kim et al. [22] recommend constructing a fusion branch based
on multiple independent networks, which acts as an intermediary for
collaborative learning. Dissimilar to the above methods, the proposed
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Fig. 2. Our DBFSKD mainly consists of a backbone, three Attention Down-sample Blocks (ADB), a Selective Feature Fusion (SFF), a Dynamic Logits Fusion (DLF), and five classifiers.
The ADB includes an attention module and some downsampling layers, which aims to extract features from the backbone and resize them. The SFF is designed to fuse the feature
maps from ADB and backbone adaptively, while the DLF is used to fuse the logits. The module passed from the input to a particular classifier output is called a branch.
DBFSKD does not introduce extra networks. Our method builds multiple
networks for collaborative learning by adding lightweight networks at
different depths of the backbone, which further reduces training costs.
In addition, the ultimate goal of the DBFSKD is not only to improve
the backbone performance but also to make the shallow branches with
fewer parameters and calculations more competitive.

2.3. Self-knowledge distillation

The first two modes need to consider how to select the appropriate
guidance network and spend profuse resources to train it. The self-
knowledge distillation avoids this problem ingeniously. Zhang et al. [9,
10] proposes to add several weak networks at the middle layers of the
backbone, regarding the backbone as the deepest branch (i.e., teacher
network) and the shallow branches as student networks. It transfers
knowledge of features and logits to the shallow branches by deep super-
vision manner. The self attention distillation (SAD) [23] further learns
representation through performing top-down and layer-wise attention
distillation within the network itself. Meanwhile, the multi-exits knowl-
edge distillation [11] uses the logits of the deepest branch to guide the
shallow branches. To further improve the generalization ability of the
multi-exits knowledge distillation, Wang et al. [12] propose a dense
multi-exits knowledge distillation framework prompting the shallow
branch to learn from all deeper branches. It is worth mentioning that
Chen et al. [13] observes the homogenization of the multi-branch
knowledge distillation impairs the performance of the whole network.
To ensure the branch diversity, they apply a self-attention mechanism
to calculate the dependency score of the current branch on others while
learning more knowledge from the branch with a high score, which is
the key to ensuring branch diversity. However, this method brings a
large amount of calculation. Our method utilizes a simple but effective
approach to enhance branch diversity by minimizing feature similarity
between branches. Different from the above four self-knowledge distil-
lation methods, Yun et al. [24] propose to increase the generalization
ability of the network by distilling the logits of different samples with
the same label. Later on, Ji et al. [25] propose to design a self-teacher
network for extracting feature knowledge from the student network.
The self-teacher generates refined feature maps and soft targets for
guiding the student network. Since no auxiliary networks are added, the
two methods cannot provide different compact branches customized for
platforms with variant resources.
14
3. Proposed method

As shown in Fig. 2, the proposed DBFSKD method utilizes the multi-
branch architecture, including three shallow branches (Br-1 to Br-3),
one backbone branch (Br-4), and a fusion branch (Br-5). The shallow
branch includes backbone blocks and an Attention Down-sample Block
(ADB). The backbone branch is consistent with the original backbone
network. The fusion branch adds Selective Feature Fusion (SFF) to the
previous modules for integrating feature maps from different branches.
The final features of all branches will be sent to their own classifiers for
calculating the category logits. Then we select the logits to construct a
soft target by the Dynamic Logits Fusion (DLF) and apply the fused
soft target to transfer knowledge to all branches. More importantly,
the DBFSKD introduces the diversity loss between the adjacent branch
to encourage different branches to turn up diverse knowledge, which
effectively enhances the feature fusion and the logits fusion.

3.1. Background and notations

The key conceptions of knowledge distillation are training the stu-
dent to learn the original supervision signal and mimic the teacher out-
put. To achieve this goal, the cross-entropy loss and Kullback–Leibler
divergence are employed to optimize student training.

Given 𝑄 = {(𝑥𝑖, 𝑦𝑖)}𝑁𝑖=1 is a dataset with 𝑁 samples collected from 𝑀
categories, where 𝑥𝑖 represents the 𝑖th input sample and 𝑦𝑖 represents
the corresponding ground truth. The cross-entropy loss 𝐿𝐶𝐸 of the
student is defined as

𝐿𝐶𝐸 = − 1
𝑁

𝑁
∑

𝑖=1

𝑀
∑

𝑚=1
𝑦𝑖 log (sof tmax(𝑐𝑠,𝑚𝑖 )), (1)

where 𝑐𝑠,𝑚𝑖 = 𝑓𝑠(𝑥𝑖) is the logit output from the student for the 𝑖th
sample, which represents the probability that the sample 𝑥𝑖 belongs
to the 𝑚th class. The 𝑓𝑠 means the forward inference process of the
student.

The loss 𝐿𝐾𝐿 of Kullback–Leibler divergence is defined as follows

𝐿𝐾𝐿 = 1
𝑁

𝑁
∑

𝑖=1

𝑀
∑

𝑚=1
𝜎(𝑐𝑡,𝑚𝑖 ) log

𝜎(𝑐𝑡,𝑚𝑖 )
𝜎(𝑐𝑠,𝑚𝑖 )

, (2)

where 𝑐𝑡,𝑚𝑖 = 𝑓𝑡(𝑥𝑖) is the logit output from the teacher for the 𝑖th
sample. The 𝜎 is a function to soften the logits to obtain more valuable
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knowledge, such as class similarity

𝜎(𝑐𝑚𝑖 ) =
exp(𝑐𝑚𝑖 ∕𝑇 )

∑𝑀
𝑚=1 exp(𝑐

𝑚
𝑖 ∕𝑇 )

, (3)

here the class probability distribution in the soft target becomes
moother with the increase of 𝑇 .

As a result, the final loss function of the conventional knowledge
istillation is written with the balancing parameter 𝛾 as follows:

𝑜𝑠𝑠 = (1 − 𝛾)𝐿𝐶𝐸 + 𝛾𝐿𝐾𝐿. (4)

.2. Diversified branch fusion for self-knowledge distillation

In our DBFSKD, we try to solve two shortcomings: how to take full
dvantage of each branch knowledge and how to encourage different
ranches to mine diverse knowledge. As mentioned in Section 1, the
BFSKD introduces knowledge fusion and the diversity loss to solve

hese two shortcomings. The feature maps output from the last con-
olutional layer of the network contains highly abstract information
bout the samples. The logits output from fully connected layer of
he network, which directly reflects the probability of the category.
herefore, it is feasible to utilize the knowledge of branches by fusing
heir feature maps and logits. According to the above analysis, we
onstruct two fused knowledge sources in the DBFSKD.
Fused feature-map knowledge source: Many works adopt simple

ummation and concatenation to perform feature fusion [22,26]. They
reat feature maps from different layers equally and suppress those fea-
ures that contribute to the task instead of useless features. The atten-
ion mechanism is an effective method for solving this problem, which
etermines the importance of different channels and spatial locations in
he feature map through learnable parameters. The SENet [27] pioneers
hannel attention which uses average pooling to collect global infor-
ation and captures channel-wise relationships by two fully connected

ayers. The CBAM [28] proposes to use average pooling and maximum
ooling to collect global information for channel-wise relationships
odeling.

Based on these two outstanding works, we design a simple but
fficient feature fusion module named SFF to integrate feature-map
nowledge from different branches and construct a more powerful
ranch. Specifically, the final feature maps of Br-1 to Br-4 are for-
arded to the SFF. Given 𝑖 feature maps 𝐹𝑛 ∈ R𝐻×𝑊 ×𝐶 , (𝑛 = 1, 2, 3...𝑖),
e first concatenate them in the channel dimension to obtain 𝐹𝑐𝑎𝑡 ∈
𝐻×𝑊 ×𝑖𝐶 . And then, applying channel attention and convolution oper-
tion to re-weight the 𝐹𝑐𝑎𝑡 to obtain the feature map 𝑀 ∈ R𝐻×𝑊 ×𝑖𝐶 .

Finally, the fused feature map 𝐹𝑅𝑒 ∈ R𝐻×𝑊 ×𝐶 is acquired through 1 × 1
convolution.

Fused logits knowledge source: Unlike the original self-knowledge
distillation treats the logits of the backbone as the soft target for
knowledge transfer. The DBFSKD adopts a dynamic fusion manner to
construct a fused knowledge source with a more robust generalization
capability [8]. Note that the proposed DBFSKD produces five different
logits denoted as 𝑐𝑗,𝑚𝑖 = 𝑓𝑖(𝑥𝑖), 𝑗 = 1, 2, 3, 4, 5, which represent the logits
of Br-1 to Br-5, respectively. The 𝑐3𝑖 , 𝑐4𝑖 and 𝑐5𝑖 are employed for logits
fusion. The 𝑐1𝑖 and 𝑐2𝑖 are not employed because they contain larger
errors, which reduce the robustness of the fused knowledge source. The
corresponding experimental analysis is given in Section 4.5. The logits
fusion is performed by solving the following optimization problem

𝜷∗ = min
𝜷∈𝑅3

𝐿𝐶𝐸 (𝜷[𝑐3𝑖 , 𝑐
4
𝑖 , 𝑐

5
𝑖 ]

𝑇 , 𝑦𝑖)

ubject to
∑3

𝑗=1 𝜷𝑗 = 1, 𝜷𝑗 ≥ 0,
(5)

here 𝜷∗ is the weight vector. We construct the DLF with two fully
onnected layers for optimizing the objective (5) to obtain the vector.
ater on, the 𝐸𝑖 = 𝜷[𝑐3𝑖 , 𝑐

4
𝑖 , 𝑐

5
𝑖 ]

𝑇 as the soft target to supervise all
ranches

𝐾𝐿 = 1
𝑁

5
∑

𝑁
∑

𝑀
∑

𝜎(𝐸𝑚
𝑖 ) log

𝜎(𝐸𝑚
𝑖 )
𝑗,𝑚 , (6)
15

𝑗=1 𝑖=1𝑚=1 𝜎(𝑐𝑖 ) r
where the 𝐸𝑚
𝑖 represents the probability that 𝑥𝑖 belongs to the 𝑚th

category.
Diversity loss: The purpose of self-knowledge distillation is to

make the output of all shallow branches as similar as possible to
the backbone. This approach makes the feature representations of
different branches become infinitely close, which may damage the
effect of feature fusion and logits fusion. For feature fusion, it is
expected that the feature maps provided by different branches have a
semantic discrepancy. Thus, the fused feature map may contain richer
semantic information. For logits fusion, all logits are expected to have
independent error distributions so that others may correct the error
made by one branch. Therefore, we introduce an additional loss term
in the training process to encourage different branches to discover
diverse knowledge. Since adjacent branches have greater similarity
in network capacity, the diversity loss 𝐿𝑑𝑖𝑣 is defined between two
adjacent branches to minimize the similarity of their feature maps.

𝐿𝑑𝑖𝑣 = − 1
𝑁𝑆

𝑁
∑

𝑖=1

3
∑

𝑗=1
‖𝐹 𝑗

𝑖 − 𝐹 𝑗+1
𝑖 ‖

2
2, (7)

where the 𝐹 𝑗
𝑖 ∈ R𝐻×𝑊 ×𝐶 is the feature map output by the 𝑗th branch

or the input sample 𝑥𝑖 and the 𝑆 = 𝐻𝑊𝐶. To sum up, the optimization
unction of our DBFSKD is

𝑜𝑠𝑠 =
5
∑

𝑗=1
𝐿𝐶𝐸 + 𝛾𝐿𝐾𝐿 + 𝛼𝐿𝑑𝑖𝑣. (8)

here, 𝛼 and 𝛾 are the balance parameters of 𝐿𝑑𝑖𝑣 and 𝐿𝐾𝐿, respec-
ively.

.3. Attention down-sample block

The proposed DBFSKD performs adaptive feature map extraction
n the backbone by an attention module and makes its resolution
onsistent with the last convolutional layer of backbone by the down-
ampling layers. We design the attention module from the perspective
f reducing the number of parameters and calculations. As shown in
ig. 3, the attention module contains two parallel paths on the top and
ottom. The bottom path calculates spatial attention, while the top path
alculates channel attention. Given the input feature map 𝐹 ∈ R𝑊 ×𝐻×𝐶 ,
he channel attention calculation can be expressed as

𝑐 = 𝜎(C(AP(𝐹 ))), 𝐴𝑐 ∈ R1×1×𝐶 , (9)

here the 𝜎, C, and AP symbolize activation function, 1 × 1 convo-
ution, and adaptive pooling, respectively. The size of 𝐹 is reduced to
× 1 × 𝐶 by AP and then a pre-weight map is generated through C.
inally, we use the 𝜎 (i.e., Sigmoid) to normalize the pre-weight map
o generate the final weight map 𝐴𝑐 .

The spatial attention calculation can be expressed as
′ = C(𝐹 ), 𝐹 ′ ∈ R𝑊 ×𝐻×1

𝑠 = 𝜎(𝐹 ′
𝑥)⊗ 𝜎(𝐹 ′

𝑦),
(10)

e first adopt 1 × 1 convolution to reduce the dimension of 𝐹 to
btain 𝐹 ′, then perform pooling in the 𝑥 and 𝑦 axes of 𝐹 ′ to obtain
′
𝑥 ∈ R1×𝐻×1 and 𝐹 ′

𝑦 ∈ R𝑊 ×1×1. After normalization by the activation
unction, the attention weight map in the 𝑥 and 𝑦 directions is obtained.
he spatial attention weight map with the size of 𝑊 ×𝐻 × 1 is obtained
y multiplication. Finally, the overall attention is calculated as

̃ = 𝐹 ⊙ 𝐴𝑐 ⊙ 𝐴𝑠. (11)

The down-sampling layer includes two deep-wise convolutions and
wo point-wise convolutions. Specifically, the resolution of the input
eature map is altered to half after the first deep-wise convolution.

e borrow from MobileNetV2 [29], forming an inverted residual block
ith the remaining three convolutions and controlling the number of

hannels by an expansion factor. The number of down-sampling layers
is determined according to the backbone. In our method, since all

eature maps need to be concatenated, the 𝑁 of three added networks
s 3, 2, and 1, which can ensure all feature maps with consistent

esolution.
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Fig. 3. Illustration of the attention module. 𝑥 pool and 𝑦 pool represent pooling in the
𝑥-axis and 𝑦-axis directions, respectively. The ⊗ denote the kronecker product and the
⊙ denote broadcasting element-wise multiplication. The bottom path calculates spatial
attention, while the top path calculates channel attention. The attention calculations
of spatial and channel dimensions are computed in parallel.

4. Experiments

To verify the effectiveness of our method, extensive experiments
are conducted on two tasks with four benchmark datasets. We first
narrate the experimental details and then compare the DBFSKD with
other methods. Subsequently, we discuss the impact of both the number
of branches and the fusion manner in logits fusion. And then, the
impact of each component in the proposed method is quantitatively
analyzed through an ablation experiments. Finally, we further verify
the superiority of DBFSKD through visual analysis.

4.1. Datasets and implementation details

Datasets: We evaluate our proposed DBFSKD on two tasks: image
classification and facial expression recognition. The datasets include:
CIFAR100, Tiny-ImageNet200, ImageNet, and RAF-DB.

(1) CIFAR100: CIFAR100 is the most commonly used benchmark
dataset for image classification tasks, which contains 100 categories,
each with 500 training images and 100 testing images. We resize the
images to 32 × 32 for evaluation.

(2) Tiny-ImageNet200: Tiny-ImageNet200 is a more challenging
dataset than the CIFAR100. The dataset contains 200 classes, each class
has 500 training images and 50 testing images. we resize all images to
meet the same size of the CIFAR100 for evaluation.

(3) ImageNet : ImageNet is the largest classification datasets with
more than 1.2 million RGB images collected from the Internet. It
provides 1000 categories, which makes classification significantly more
difficult.

(4) RAF-DB: RAF-DB contains 29,672 real-world facial images col-
lected from Flickr and about 40 independent annotators label each
image. We only use single-label subset of the RAF-DB in our experi-
ments, including seven basic emotions (neutral, happy, surprise, sad,
angry, disgust, and fear). The images from the single-label subset are
split into 12,271 training images and 3068 testing images. We resize the
images to 224 × 224 for evaluation and use overall sample accuracy for
performance measurement.

Implementation details: All experiments are done with
Pytorch1.7.0, CUDA11.0, and cudnn8.0.4 on GPU devices. The SGD
optimizer with momentum is used to optimize the whole networks
and the initial learning rate is set to 0.1 for image classification, and
0.01 for facial expression recognition, respectively. On CIFAR100, the
networks are trained for 300 epochs and the learning rate is divided by
10 at epoch 130, 220, and 280. On ImageNet, the total epochs reduce
to 100 and the learning rate is divided by 10 every 30 epochs. We
do not use the AutoAugment [30] for ImageNet, which is different
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Table 1
Accuracy (%) comparison of DBFSKD with conventional and collaborative knowledge
distillation methods on the CIFAR100. The best results of our method and other
methods are shown in bold and underlined.

T-Model Year ResNet50 ResNet101 ResNet101
S-Model ResNet18 ResNet18 ResNet50

T-Acc – 80.88 82.37 82.37
S-Acc|Baseline – 79.01 79.01 80.88

KD [3] 2015 80.49 80.31 82.09
DML [6] 2018 80.52 80.57 82.37
RKD [31] 2019 80.69 80.67 82.29
SPKD [32] 2019 80.57 80.45 82.16
Feat [33] 2019 80.91 80.80 82.40

DBFSKD 2022 82.65 82.65 85.18

from Self-D [9]. On Tiny-ImageNet200, we set total epochs as 200
and divide the learning rate by 10 at epoch 100 and 150. On RAF-
DB, we set the total epoch to 60 and use an exponential decay. The
batch size is set as 256 for CIFAR100 and Imagenet, 128 for Tiny-
ImageNet200, and 64 for RAF-DB. The network structure needs to be
modified for the small resolution of the images in the CIFAR100 and
Tiny-ImageNet200. For ResNet, we follow the Self-D. For MobileNetv2
and ShuffleNetv2, we modify the stride of the first convolution layer
and the first block to 1 and add lightweight networks at each down-
sampling block. In addition, the diversity loss and the KL divergence
loss balance parameters 𝛼 and 𝛾 are set to 5e–5 and 1.5, respectively.

4.2. Comparison with state-of-the-art methods

Comparison with Self-D: We propose DBFSKD after analyzing
the shortcomings of the multi-branch self-knowledge distillation meth-
ods, so we first comprehensively compare these two methods on the
CFIAR100. Fig. 4 shows the comparison between the proposed DBFSKD
and Self-D in terms of parameters, MACs, and accuracy. The orange
and blue points represent the four classifiers of DBFSKD and Self-D,
while the green points represent the baseline. It is observed that (i) Both
the DBFSKD and the Self-D can effectively improve the accuracy of the
backbone branch compared with the baseline. (ii) The accuracy of the
branches in DBFSKD surpasses the corresponding ones of the Self-D.
(iii) Especially, Our method achieves better performance improvement
on the shallow branches. For example, the gain of the second branch
of ResNet50 exceeds that of the backbone branch of Self-D.

Comparison with Other Methods: To further confirm the ad-
vantages of the proposed method, we compare it with a variety of
representative knowledge distillation methods. The experiments are
divided into two cases: (1) Distilling knowledge from other networks,
which are conventional knowledge distillation and collaborative knowl-
edge distillation: KD [3], SemCKD [5], DML [6], RKD [31], SPKD [32],
Feat [33], and CL-ILR [34]. (2) Distilling knowledge from itself, which
is self-knowledge distillation: FFL [22], BYOT [10], FRSKD [25], CS-
KD [24], OKDDip [13], and ONE [35]. For a fair comparison, we only
compare the accuracy of the Br-4 with other methods, which has the
same structure as the baseline network.

The experimental results of case (1) are shown in Table 1. As we can
see, the DBFSKD with ResNet18 and ResNet50 as the backbone network
acquires 82.65% and 85.18% on CIFAR100, respectively. Compared
with the best methods Feat, our method obtains gains of 1.74% and
2.78% on the ResNet18 and ResNet50. The experimental results of
case (2) are shown in Table 2. Overall, our proposed method achieves
60.88% on Tiny-ImageNet200. In detail, the DBFSKD achieves accuracy
improvements of 6.28% and 1.13% over the baseline and the previous
best method OKDDip.

We select some state-of-the-art methods and compare them with
DBFSKD on the ImageNet validation set. The results are reported in
Table 3. When using ResNet18 and ResNet34 as the backbone, we
obtain 71.09% and 74.71% on ImageNet, respectively. The Self-D uses
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Fig. 4. Comparison of DBFSKD and Self-D on the CIFAR100 test set. The orange and blue lines represent DBFSKD and Self-D, respectively, where each point represents a branch.
The green point represents the baseline. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
AutoAugment for data augmentation, achieving 70.51% with ResNet18
as the backbone. Our method not uses the AutoAugment for training
but also outperforms the benchmark method Self-D by 0.58%. The
SemCKD achieves higher accuracy by using ResNet34 as the teacher
network, but our method still outperforms SemCKD by 0.22%. On
ResNet34, the DBFSKD obtains a gain of 0.5% over the best method
DML. These results demonstrate the effectiveness and the superiority
of our method in knowledge transfer.

4.3. Experiments with more network architectures

To examine the effectiveness of our method on different network
architectures and scales, we also performed multiple experiments on
CIFAR100 and ImageNet with ResNet34, WideResNet50, ResNeXt50,
SENet18, MobiltNetV2, and ShuffleNetV2.

Results on CIFAR100: Table 4 shows the comparison of accu-
racy between the DBFSKD and the baseline. These conclusions can
be found by careful analysis: (i) Compared with the standard trained
baseline, our proposed method effectively improves the performance
of the whole network. With the same parameters and MACs, the Br-4
obtains an average accuracy improvement of 3.06%. (ii) Our DBFSKD
outperforms the baseline on the shallowest branch Br-1 in WideRes-
Net50, ResNext50, and Shufflenetv2. Moreover, the shallowest branch
has huge computing and storage advantages. For example, the Br-1 of
DBFSKD with WideResNet50 as the backbone gets a gain of 1.96% over
the baseline, which is only 23% and 9% of the baseline in terms of
computation and parameters. (iii) In all network architectures, the Br-
5 performs better than other branches, which indicates that the SFF
produces feature maps with richer semantics.

Results on ImageNet: The results are shown in Table 5. According
to observations, we can draw two conclusions: (i) Compared with
the standard trained baseline, the accuracy of the backbone trained
with our method increased by 1.64% on average. (ii) Consistent with
the experimental results on the CIFAR100 dataset, the Br-5 obtains
the highest accuracy, which shows that the proposed SFF module has
robust performance.

4.4. Application of facial expression recognition

Facial expression recognition is the most important way for com-
puters to understand human emotions. Therefore, numerous research
17
Table 2
Accuracy (%) comparison of DBFSKD with the self-knowledge distillation methods on
the Tiny-ImageNet200. The best results of our method and other methods are shown
in bold and underlined.

Methods Year Accuracy
ResNet18

Baseline – 54.60
ONE [35] 2018 57.53
BYOT [10] 2019 56.61
CS-KD [24] 2020 56.46
OKDDip [13] 2020 59.75
FRSKD [25] 2021 59.61

DBFSKD 2022 60.88

Table 3
Accuracy (%) comparison of DBFSKD with state-of-the-art methods on the ImageNet val
set, where ‘‘SemCKD’’ use ResNet34 as teacher. The ‘‘–’’ indicates that the corresponding
result is not provided. The best results of our method and other methods are shown
in bold and underlined.

Methods Year Accuracy

ResNet18 ResNet34

Baseline – 69.30 73.21
DML [6] 2018 70.65 73.97
BYOT [10] 2019 69.84 –
Self-Da[9] 2021 70.51 –
SemCKD [5] 2021 70.87 –
FRSKD [25] 2021 70.17 73.75

DBFSKD 2022 71.09 74.71

aThe method uses AutoAugment for training.

endeavours have been invested for promoting the development of
FER [36–42,44]. However, these works use complex networks to ob-
tain higher performance, ignoring the application of FER systems in
resource-constrained environments, such as embedded human–
computer interaction platforms, in-vehicle driver fatigue detectors.
In this section, we present the experiments on the RAF-DB. For fair
comparison with previous state-of-the-art methods, we use the same
backbone ResNet18 pre-trained on ImageNet.

Comparison with other state-of-the-art methods can be found in
Table 6. The results of DBFSKD in the table are the average of three
experiments. Overall, our proposed method shows stable advantages on
the FER task, setting a new state-of-the-art on RAF-DB with 88.62%.
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Table 4
Accuracy (%) results of DBFSKD on the CIFAR100 test set. Where ‘‘Acc’’ represents the accuracy of the classifier, ‘‘P’’ and ‘‘M’’ represent the number of parameters and MACs of
the branch, and the ‘‘–’’ indicates that the corresponding result is not available. The parameters and MACs of the baseline are consistent with the Br-4 and the value in brackets
represents the accuracy improvement of the Br-4 compared to the baseline.

Models Baseline Br-1 Br-2 Br-3 Br-4 Br-5

Acc(%) M(G) | P(M) Acc(%) M(G) | P(M) Acc(%) M(G) | P(M) Acc(%) M(G) | P(M)

WideResNet50 81.26 83.22 0.836 | 5.91 84.44 1.717 | 9.34 84.57 3.034 | 29.91 84.60 (3.34 ↑) 3.694 | 67.03 84.77
ResNext50 82.65 83.25 0.398 | 5.48 84.07 0.693 | 6.63 84.27 1.132 | 13.48 84.18 (1.53 ↑) 1.353 | 23.18 84.61
ResNet34 79.26 79.05 0.240 | 0.55 82.44 0.522 | 1.65 83.52 0.955 | 8.45 83.75 (4.49 ↑) 1.162 | 21.33 83.91
SENet18 79.53 78.62 0.166 | 0.53 80.95 0.296 | 1.05 82.27 0.427 | 3.16 82.43 (2.90 ↑) 0.557 | 11.31 82.55
MobileNetv2 78.12 73.34 0.026 | 0.61 76.38 0.038 | 0.65 79.59 0.070 | 1.36 80.85 (2.73 ↑) 0.093 | 2.35 80.92
Shufflenetv2 74.59 76.07 0.022 | 0.83 77.45 0.038 | 1.08 – – 77.93 (3.34 ↑) 0.046 | 1.36 78.27
Table 5
Accuracy (%) results of DBFSKD on the ImageNet val set.

Models Baseline Br-1 Br-2 Br-3 Br-4 Br-5

ResNet18 69.30 62.75 65.78 70.29 71.09 (1.79 ↑) 72.30
ResNet34 73.21 63.46 68.03 73.99 74.71 (1.50 ↑) 75.21

Table 6
Accuracy (%) comparison of DBFSKD with other FER methods on the RAF-DB. The best
results of our method and other methods are shown in bold and underlined.

Methods Year Accuracy

VGG [36] 2018 69.34
DLP-CNN [36] 2018 82.74
FSN [37] 2018 81.14
gACNN [38] 2018 85.07
RAN [39] 2020 86.90
SCN [40] 2020 87.03
DSAN-VGG-RACE [41] 2020 85.37
SPWFA-SE [42] 2020 86.31
STSN [43] 2021 87.52
VTFF [44] 2021 88.14

DBFSKD (Br-1) 2022 87.45
DBFSKD (Br-2) 2022 87.80
DBFSKD (Br-3) 2022 88.18
DBFSKD (Br-4) 2022 88.28
DBFSKD (Br-5) 2022 88.62

Table 7
The influence of classifier scheme in the logits fusion. ResNet18 is used as backbone
on the CIFAR100 test set.‘‘Avg’’ means the average accuracy improvement compared
to setting (e) and the best results are demonstrated in bold.

Setting Br-1 Br-2 Br-3 Br-4 Br-5 Avg

a 79.05 80.51 81.81 81.87 82.35 1.85
b 78.85 80.57 82.02 82.08 82.60 1.95
c 78.60 80.63 82.33 82.65 82.96 2.16
d 78.52 80.45 81.67 81.78 82.25 1.66
e 77.63 78.85 80.26 80.10 79.51 –

In detail, the Br-5 of DBFSKD has acquired gains of 19.28% and
0.48% over VGG and VTFF, which are the baseline method and the
previous SOTA method, respectively. The VTFF pioneers the application
of Transformers for FER and achieves better performance than previ-
ous CNN methods. However, the self-attention mechanism increases
computational complexity, making VTFF unsuitable for deployment on
resource-constrained devices. Under the same amount of parameters
and computation constraints, the Br-4 of DBFSKD obtains a gain of
1.25% compared to SCN. Even the most lightweight Br-1 still achieves
a gain of 0.42%. STSN uses ResNet50/18 as teacher and student respec-
tively, which is more resource-intensive than our method. In addition,
DBFSKD achieves better performance than STSN in the shallow branch
Br-2. The results show that our method has outstanding advantages for
deployment on resource-constrained devices.

4.5. Influence from different strategies in logits fusion

In this subsection, we explore the impact of the number of branches
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and fusion manner in the logits fusion on our method.
Table 8
The influence of fusion method in the logits fusion. ResNet18 is used as backbone on
the CIFAR100 test set, and the best results are demonstrated in bold.

Setting Br-1 Br-2 Br-3 Br-4 Br-5

x 78.60 80.63 82.33 82.65 82.96
y 78.61 80.12 81.44 81.87 82.30
z 78.51 80.38 81.78 81.96 82.32

Influence from number of classifiers: Consider the following five
settings:

(1) Setting (a): The logits of all branches are used for dynamically
weighted fusion.

(2) Setting (b): The logits of all branches except the Br-1 are used
for dynamically weighted fusion.

(3) Setting (c): The logits of Br-3, Br-4, and Br-5 are used for
dynamically weighted fusion.

(4) Setting (d): Only the logits of the Br-4 and Br-5 are used for
dynamically weighted fusion.

(5) Setting (e): No logits fusion is utilized to construct teacher while
the Br-5 is taken as the teacher of the other branches. This setting is
baseline method in the experiment.

Table 7 presents the experimental results of using ResNet18 as the
backbone on the CIFAR100 data set. According to observation, we can
find the setting (a, b, c, d) with fusion policy achieve better perfor-
mance over setting (e), which indicates that the proposed dynamic
logits fusion has a positive effect. Specifically, we can see the settings(a,
b, c, d) exceed the baseline on the Br-2, while the setting (e) needs
to achieve it on the Br-3. This phenomenon evinces that the fused
logits knowledge source helps shallow branches to learn more task-
oriented knowledge. Among the four settings with fusion policy, the
setting (c) obtains the best performance. Despite the fact that Br-1
and Br-2 can bring more complementary knowledge, but their network
capacity are smaller compared with other branches, which leads to
their prediction having a larger error. The setting (c) guarantees the
information source required for fusion and avoids the errors caused by
the Br-1 and Br-2. Therefore, setting (c) achieves the highest average
accuracy improvement by 2.16% over the baseline.

Influence from fusion manner: As mentioned earlier, the DBFSKD
regards the logits fusion as an optimization problem and uses the
gradient descent method to solve the optimal weight in each iteration.
In this subsection, we carefully compare the performance difference
between three settings: (1) setting (x) is the proposed dynamic fusion
manner; (2) setting (y) is the naive fusion manner, which simply
averages the objects participating in logits fusion; (3) setting (z) is the
fixed-weight fusion manner, which assigns weights to different objects
based on experience. In this experiment, we assign the weight of Br-3,
Br-4, and Br-5 is 0.25, 0.35, 0.4, respectively. We conduct experiments
with these three logits fusion settings on CIFAR100 using ResNet18 as
the backbone network of our method. Table 8 shows the experimental
results. It can be observed that the proposed dynamic fusion achieves
the best performance.



Information Fusion 90 (2023) 12–22Z. Long et al.
Fig. 5. Sensitivity studies of 𝛼 and 𝛾 on CIFAR100 with ResNet18. We only report the accuracy of Br-4 in the experiments.
Table 9
The effect of the number of branches on DBFSKD, where setting (g) is the default
configuration in the paper, while the baseline is the normally trained network. ResNet18
is used as the backbone on the CIFAR100 test set.

Setting Number of Br Br-1 Br-e2 Br-2 Br-e3 Br-3 Br-4 Br-5

Baseline 1 – – – – – 79.01 –
a 3 77.48 – – – – 80.67 80.86
b 3 – – 79.64 – 81.09 81.37
c 3 – – – – 81.06 81.69 81.81
d 4 78.02 – 80.51 – – 81.44 81.94
e 4 77.72 – – – 81.41 81.87 82.46
f 4 – – 79.77 – 81.85 82.10 82.57
g 5 78.60 – 80.63 – 82.33 82.65 82.96
h 6 78.77 79.74 81.31 – 82.22 82.55 82.89
i 6 78.57 – 81.12 81.59 82.30 82.60 83.07
j 7 78.43 79.66 81.20 81.80 82.38 82.64 83.18

4.6. Sensitivity studies of hyper-parameters

In DBFSKD, we introduce two parameters 𝛼 and 𝛾 to control the
ratio of 𝐿𝑑𝑖𝑣 and 𝐿𝐾𝐿, respectively. Fig. 5 gives a sensitivity study on
CIFAR100 for these two parameters. According to subfigure (a), when 𝛼
ranges from 1e-5 to 1e-3, the classification accuracy of DBFSKD ranges
81.86% to 82.65%. In detail, the best result of 82.65% is obtained when
𝛼 is set to 5e–5. As 𝛼 increases, the accuracy decreases slightly, floating
around 82.00%. In the worst case, 𝛼 set as 5e–4, our method still leads
to a gain of 2.85% over the baseline. According to subfigure (b), when
𝛾 ranges from 1 to 1.9, the accuracy of the proposed method ranges
from 81.28% to 82.65%. The best result is obtained at 𝛾 set as 1.5. In
the worst case, 𝛾 set as 1.8, the DBFSKD still achieves 2.27% higher
than the baseline.

4.7. Influence from the number of branches

To investigate the effect of different branch numbers on the pro-
posed method, we conduct experiments with different branch settings.
As shown in Table 9, Br-4 and Br-5 are preserved in all the settings
and used for the performance comparison. Setting (g) is the default
configuration used in our method. Settings (a-f) are the results with
fewer branches, where the first 3 branches in setting (g) are removed
or shifted to different positions. Settings (h-j) are the results with more
branches, where two extra branches Br-e1 and Br-e2 are inserted after
the middle layers of block2 and block3.

By comparing the results for different numbers of branches, we
can observe that our method achieves better performance with more
branches. For example, setting (c) has acquired gains of 2.68% over
the baseline on Br-4, while setting (g) with one more branch has
improved 0.96% over setting (c) on Br-4. The reason may be that more
branches provide more diverse knowledge under the supervision of the
diversity loss. From Fig. 6, we can get an intuitive conclusion that the
accuracies of Br-4 and Br-5 increase with the increasing of the branch
number, which indicates the proposed method works for different
branch numbers, not only for 5 branches. However, from the results
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Fig. 6. The effect of the number of branches on Br-4 and Br-5.

Table 10
Ablation study of loss terms on the CIFAR100 test Set. ResNet18 is used as backbone.
The best results are demonstrated in bold.

Setting SFF 𝐿𝑑𝑖𝑣 𝐿𝐾𝐿 Br-1 Br-2 Br-3 Br-4 Br-5

i % % % 74.98 77.25 79.92 80.08 –
ii % % " 78.10 79.68 81.54 82.00 –
iii % " " 78.18 80.23 81.76 82.28 –
iv " % % 75.30 78.15 80.30 80.09 81.18
v " % " 78.35 80.40 81.92 82.06 82.45
vi " " " 78.60 80.63 82.33 82.65 82.96

with settings (g, h, i, j), we can find that when the performance gains
with more than 5 branches are no longer as significant as those with
less than 5 branches. The reason may be that too dense branches lead to
more shared parameters and less diversity between adjacent branches,
which limits the performance of knowledge fusion. Further increasing
the number of branches obtains less performance gains but requires
more training cost. To effectively balance network performance and
training overhead, we propose to choose five branches for the ResNet.

Additionally, for the results with the same number of branches,
we investigate the effect of the branch position. By comparing the
results with settings (a–c), with sufficient different (one block in our
experiment), the model obtains better performance when the branch is
added at the deeper layer. This can also be observed from the results
with settings (d–f). The reason may be that the deeper branch can
extract more discriminative features, benefiting the subsequent SFF and
DLF.

In different application scenarios, we propose to choose the branch
number according to the block number of the backbone network and
the available computational resources. The backbone with deeper ar-
chitecture may allow larger number of diversified branches. As long
as the computational resource is sufficient, more and deeper branches
should be used to improve the model performance. In case of limited
computational resources, the number and position of branches can be
adjusted to harmonize the model size and the computational efficiency.
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Fig. 7. Comparison of different diversity losses on the CIFAR100.

Table 11
Ablation study of attention module on the CIFAR100 test Set. ResNet18 is used
as backbone. ‘‘Avg" means the average accuracy improvement compared to DBFSKD
without the attention module. The best results are in bold.

Method Br-1 Br-2 Br-3 Br-4 Br-5 Avg

w/attention module 78.60 80.63 82.33 82.65 82.96 1.06
w/spatial path 78.42 80.62 81.65 81.93 82.31 0.61
w/channel path 78.09 80.15 81.42 81.89 81.95 0.32
w/o attention module 77.59 79.70 80.97 81.68 81.94 –

4.8. Ablation studies

Ablation experiments of loss and SFF: On the basis of previous
work, we propose the selective feature fusion module SFF, the distilla-
tion loss 𝐿𝐾𝐿, and the diversity loss 𝐿𝑑𝑖𝑣. To explore the importance of
different components in the proposed method, we adopt ResNet18 as
the backbone network to conduct a series of ablation experiments with
different settings. Note that the diversity loss is introduced under the
premise of multi-branch collaborative learning, which is specifically im-
plemented by SFF and DLF, so that the effects of 𝐿𝑑𝑖𝑣 is not separately
verified in the ablation study. We divided the ablation experiments
into two settings with and without SFF to verify the effect of the
fusion branch. Then, we verify the effect of different loss terms under
these two settings, respectively. All experimental results are shown in
Table 10.

The setting (i) without the SFF and only trained under the super-
vision of the task loss 𝐿𝐶𝐸 , which as the baseline setting. According
to setting(i, iv), the SFF improves the baseline setting (i) on shallow
branches by 0.32%, 0.9%, and 0.38%. Furthermore, our method obtains
a fusion branch with 81.18%, indicating the SFF fuses features from dif-
ferent branches is positive to the whole network. According to setting(i,
ii) and the setting (iv, v), the 𝐿𝐾𝐿 leads to an increase on classification
accuracy when branches learn from the fused logits knowledge source,
showing the usefulness of the proposed DLF. Specifically, we can see
from settings (i, ii) that the 𝐿𝐾𝐿 further improves the average perfor-
mance by 2.27% without the SFF. Setting (ii, iii) and setting (v, vi)
demonstrate that the diversity loss enhances the collaboration between
multiple branches by promoting different branches to explore different
knowledge. In detail, the 𝐿𝑑𝑖𝑣 brings average gains of 0.28% and 0.40%
when the DBFSKD without SFF and with SFF, respectively.

From the results of the experiments performed, we can observe that
the DBFSKD obtains greater improvements on each branch after adding
the 𝐿𝐾𝐿. Since the 𝐿𝑑𝑖𝑣 is employed to make branches acquire diver-
sified knowledge, which is not directly related to knowledge transfer.
While the 𝐿𝐾𝐿 is utilized to promote the knowledge transfer from the
fused soft target to all branches.

Comparison of different diversity losses: The proposed DBFSKD
adopts a simple way to motivate the branches to explore diverse
knowledge, i.e., maximize the Euclidean distance similarity between
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feature maps of adjacent branch. To demonstrate that this approach
is simple but effective, we compare it with three other approaches,
including cosine similarity (Cosine), intra-channel similarity (IC) [45],
and using discriminative networks to identify similarities (MEAL) [46].
Fig. 7 shows the accuracy comparison of these diversity losses on the
CIFAR100. All experiments use ResNet18 as the backbone network
of DBFSKD. It can be found that in Br-1 and Br-2, the four diversity
losses obtain similar accuracies. However, on other branches, the Eu-
clidean distance similarity shows a more significant advantage. So it
is reasonable that we adopt this simple way as diversity loss in the
DBFSKD.

Ablation experiments of attention module: The branches of the
DBFSKD employ an Attention Module (AM) to extract important fea-
tures from the backbone. To investigate the impact of the attention
module on our method, we evaluate the method with and without the
attention module. All experimental detail are shown in Table 11. We
compare the accuracy of DBFSKD under four different settings.

The fourth row is DBFSKD without the AM, taken as the baseline
method. The first row is DBFSKD with the full AM. Adding a full AM
achieves an average gain of 1.06% compared to the baseline method.
The AM aggregates vital features on channels and spatial, which further
improves the classification performance. In addition, we compare the
importance of spatial path and channel path in the AM. The channel
path simply adopts SENet mode and obtains an average gain of 0.32%.
The spatial path is carefully designed to reduce computation by pooling
in two dimensions, achieving an average gain of 0.61%, which indi-
cates that the vital local features are more conducive to fine-grained
classification.

4.9. Visualization analysis

Feature map visualization: The SFF module is designed to gen-
erate feature maps with richer semantics by fusing feature maps from
different branches. From all results of previous experiments, the Br-5
has the highest accuracy than others, which supports the effectiveness
of the SFF. To visually shows the superior of our method, the raw
images and the corresponding attention weights of each branch and the
baseline are visualized by Grad-CAM [47]. The Grad-CAM algorithm
projects the attention weights of network to the input image space and
visualizes them via a heatmap.

As shown in Fig. 8, we randomly select three images from the
ImageNet dataset to visualize. The first column shows the original
image, the 2–6 columns show the interest area of the branches, and the
last column shows the interest area of the baseline. Overall, all branches
focus on the foreground while ignoring the background. In detail, from
the Br-1 to Br-5, their attention is more inclined to discriminative
features. Take the eagle image as an example. The Br-1 puts more
attention on the background, while the Br-2 reduces the attention on
these spatial positions. The Br-3 and the Br-4 focus more on the eagle
body. The Br-5 increases attention to the head and beak of the eagle.
Obviously, the area that Br-5 focuses on is conducive to classification,
which reveals that our SFF module can generate feature maps with
richer semantics. This trend can also be discovered in the triceratops
and dog image. From Fig. 8, we can conclude that the Br-1 and Br-
2 seem to be more error-prone compared with the baseline, while
others are superior. For instance, the baseline pays less attention to the
background than the Br-1 and Br-2 but reduces attention to the body
of the eagle than the Br-4 and Br-5.

Diversity analysis: In the proposed DBFSKD, we introduce the
diversity loss 𝐿𝑑𝑖𝑣 to encourage branches to mine different feature
representations. The effectiveness of 𝐿𝑑𝑖𝑣 is confirmed by the ablation
experiments. In this subsection, we further analyze the role of 𝐿𝑑𝑖𝑣 by
visualizing the intra-channel correlation (ICC) matrix of each branch.
Given a feature map 𝐹 ∈ R𝐶×𝐻×𝑊 , we first reshape it to 𝐹𝑟 ∈ R𝐶×𝐻𝑊 .
The ICC matrix is calculated as follows

𝑀 = 𝐹 × 𝐹 𝑇 (12)
𝐼𝐶𝐶 𝑟 𝑟
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Fig. 8. Visualization comparison of feature map between DBFSKD and baseline. We randomly sample two images from the ImageNet dataset as input samples. The backbone
network is ResNet18.
Fig. 9. ICC matrix visualization of the four branches of DBFSKD. We randomly sample two images from the CIFAR100 dataset as input samples. The backbone network of DBFSKD
is ResNet18.
The resulting ICC matrix has a size of 𝐶 ×𝐶 regardless of the spatial
dimensions 𝐻 and 𝑊 . Fig. 9 shows the visualization of the ICC matrix.
For randomly selected samples, the intra-channel correlations of the
four branches of the DBFSKD have significant differences, which show
that the 𝐿𝑑𝑖𝑣 has achieved the desired goal of encouraging branches to
explore diverse knowledge.

4.10. Limitations

Although the comparison results and the ablation study verify the
effectiveness of the proposed method, the limitations of our method are
twofold. Our proposed method works well for CNNs-based backbones
but is not suitable for the Transformer-based ones. Increasing the num-
ber of branches introduces more diversity, distillation and classification
losses to be optimized, that may require more computation resources
during training compared to conventional KD methods.

5. Conclusion

In this paper, we focus on solving two shortcomings in self-
knowledge distillation with multi-branch architecture: how to utilize
the knowledge of shallow branches and promote different branches
to mine diverse knowledge. We propose a new Diversified Branch Fu-
sion approach for Self-Knowledge Distillation (DBFSKD). The proposed
method adds well-designed lightweight networks at middle layers of the
backbone to form multiple branches. The DBFSKD facilitates branches
21
to mine diverse knowledge by introducing the diversity loss. On this
basis, the selective feature fusion module is designed to fuse the feature
maps from different branches. To further utilize the logits of each
branch, we propose the dynamic logits fusion module for obtaining a
more robust soft target. And then, we apply the fused soft target as
the prediction of the teacher to supervise other branches. Extensive
experiments are conducted on four public datasets to verify the effec-
tiveness of the DBFSKD and demonstrate the superiorities of reducing
parameters and MACs without compromising the performance, which
is vital for practical scenarios with limited resources. Furthermore,
the DBFSKD provides multiple networks with various capabilities for
practical applications.
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