1 INTRODUCTION

In the last decade, we have witnessed the explosive growth of social networks. Every second, millions of photos, videos and texts are posted on social networking websites such as Facebook and Twitter, and we can also share these contents among a large number of users. Therefore, the social network analysis becomes more difficult when given large-scale data. In social network analysis, an important task is to discover the underlying communities [1] or the users’ mutual interests [1]. This is often achieved by social network data clustering on the content data of the users (e.g., post tags of the users), based on the fact that users in the same community often have similar or correlated content information [2], [3].

Spectral analysis is an efficient solution to complete the social network data clustering, which analyzes social networks as graphs. Specifically, the users are treated as nodes, and the weighted edges in graphs are used to measure the relationships between users. As a result, we can obtain the affinity (similarity) information among nodes. In clustering, similar nodes will share similar labels. Such structure is consistent to the social influence theory, which indicates that users from the same group are more likely to have similar topics [4]. Let \( X = \{x_1, \ldots, x_n\}^T \in \mathbb{R}^{n \times d} \) be the content data of users. In spectral analysis, the similarity matrix \( S \in \mathbb{R}^{n \times n} \) can be computed via a Gaussian similarity function:

\[
S(i, j) = \begin{cases} 
\exp\left(-\frac{\|x_i - x_j\|^2}{\sigma^2}\right), & \text{if } x_i \in \mathcal{N}_k(x_j) \text{ and } x_j \in \mathcal{N}_k(x_i) \\
0, & \text{otherwise},
\end{cases}
\]

(1)

where \( \mathcal{N}_k(x_j) \) denotes the set of \( k \)-nearest neighbors of \( x \), and \( \sigma \) is a scale parameter.

In most of the previous studies, the graph is often constructed using all features on content data, and will not be updated or improved after its construction. Unfortunately, in social network, the content data often contain a large number of unhelpful features. The complex activities of a large number of users may generate a large number of noisy, sparse, and redundant features (e.g., irrelevant tags for photos). As a result, graphs constructed based on all the features may cause significant bias on the true relationships of users. More critically, when the number of features becomes huge, the euclidean distance \( d(x_i, x_j) = \|x_i - x_j\|^2 \) becomes meaningless. In this case, all the rest points tend to be the nearest neighbors of one point, which results in the “curse-of-dimensionality” issue [5]. To alleviate this issue, many previous methods resort to feature selection before clustering [6], [7], [8], [9], [10], [11]. However, in these methods, the feature selection step is independent to the graph construction step, which may neglect important information about the true structure.
Besides the content information, social network data also have link information (such as the “follows” or friend-connections). As mentioned in [4], linked users in a social network are more likely to have similar topics. Therefore, it is intuitively beneficial for community discovery. However, the link data is often incomplete or inaccurate. Given an unimaginably large number of users in a social network, one human user has no time to browse all the other users’ website in the social network to determine their relationships precisely. Even worse, the link data may not always indicate the identifications of the community of persons. For example, a machine learning researcher may follow the blog of a physician, but they belong to different communities.

In this paper, we propose to use both the link data and the content data to construct the graph for social network data clustering. In the proposed method, we distill the graph iteratively. In each iteration, we identify the most representative features and update the graph in an alternating manner. First, we update the graph by using only the selected features. Then, given a constructed graph, we further seek the most representative features subset w.r.t. the graph. The finally obtained graph, referred to as distilled graph, is then used in spectral clustering. We denote the proposed algorithm as Distilled Graph Clustering (DGC).

In summary, we make the following contributions.

- We propose an iterative scheme to learn distilled graphs for large-scale social network data by exploiting both link information and content information. In our algorithm, distilled graph discovery and feature selection are conducted simultaneously. The proposed method can be further extended to learn graphs for semi-supervised and supervised learning settings.

- Given a fixed graph, we propose a novel algorithm to find the most representative feature subset. Instead of solving the problem with \( \ell_{2,1}\)-norm regularization, the proposed method addresses transfer the problem to a convex optimization problem with guaranteed performance and provides excellent convenience to control the number of selected features.

- Our algorithm is scalable for real-world large-scale social networks. We validate the proposed algorithm by comparing with other state-of-the-art algorithms on real-world data. Our method demonstrates competitive or better performances in the experiments and demonstrates outstanding efficiency, especially when the number of both links and/or features increasing.

2 RELATED WORK

In this section, we review some of the most related works in the social network analysis, including feature selection and spectral analysis methods.

Feature selection technique has been widely used in social network analysis [12], [13]. In supervised feature selection, Tang et al. [1] extract different social relations to enhance the feature selection on link data. In semi-supervised feature selection [9], [10], there is a co-clustering framework presented to discover the communities of users in [9]. In unsupervised feature selection, there are methods directly utilizing content data for feature selection [6], [7], [11], and methods utilizing link data to enhance the feature selection performance [6], [8]. For instance, in [6], it introduces a social dimension structure learning method on link data to boost feature selection.

Spectral analysis algorithms aim to discover the local geometric structure of data via graph embedding [14], [15], [16], [17], [18]. In spectral analysis, similarity graph is constructed to capture the geometric relationship among instances. In the graph, instances within the same clusters are linked by edges with high similarity weights. The edges between instances from different clusters are assigned low similarity weights. Specifically, in spectral analysis for social network data clustering, different approaches have been applied for building the similarity graph. In several works, such as in [19], similarity graph is constructed with only content data. However, the content data may contain redundant and noisy features [8], leading to the unreliable and contaminated similarity measures. In other works [20], [21], [22], [23], the graph is constructed with only link data. In these works, link data is used to construct a pre-calculated graph for clustering. As a result, such methods are highly depend on the link information between every instances, which makes them not suitable for the real-world social network, where link information is not complete.

Spectral analysis has also be embedded with feature selection algorithms [24], [25], [26]. To preserve the data structure, some approaches [18], [27] proposed to learn the graph embedding along with feature selection. The algorithm in [28] performs subspace learning and feature selection jointly. In [29], with the pre-calculated similarity graph, discriminative features can be selected to preserve the local structure in low dimensional space. Method presented in [30] utilizes the content data via a linear regression formulation and adopts the link data through a spectral graph regularization term. Overall, all of these works treat the spectral graph construction and feature selection as two isolated steps. It will cause inaccurate results when link data and content data becomes more complex in large-scale scenario.

3 SPECTRAL ANALYSIS FOR SOCIAL NETWORK DATA

Notation. Let the superscript \( T \) denote the transpose of a vector/matrix, superscript \( \dagger \) denote the pseudo inverse of a matrix, \( 0 \) be a vector/matrix with all zeros, \( I \) be an identity matrix, \( \text{diag}(v) \) be a diagonal matrix with diagonal elements equal to \( v \), \( \langle A, B \rangle = \text{tr}(AB^T) \) be the inner product of \( A \) and \( B \), and \( \|v\|_p \) be the \( \ell_p \)-norm of a vector \( v \). The Frobenius norm of \( X \) is defined as \( \|X\|_F = \sqrt{\langle A, A \rangle} \). For a sparse vector \( x \), let \( \text{support}(x) = \{i | x_i \neq 0 \} \subseteq \{1, ..., m\} \) be its support. Let \( A \odot B \) represent the element-wise product of two matrices \( A \) and \( B \). Lastly, for any convex function \( \Omega(A) \), let \( \partial \Omega(A) \) denote its subdifferential at \( A \). We define \( G = \{X, A\} \) as a weighted graph with a vertex set \( V \) and an affinity matrix \( A \in \mathbb{R}^{n \times n} \) constructed on \( \lambda \). The (unnormalized) Laplacian matrix associated with \( G \) is defined as

\[
L_A = D_A - A,
\]
where $D_A$ is a diagonal matrix with $D_A(i, i) = \sum_j A(i, j)$. To avoid the scale issue, in this paper, hereafter we use the normalized graph Laplacian matrix:

$$L_A := \frac{1}{\|D_A\|} D_A D_A^{-1/2}. \quad (2)$$

Let $X = \{x_1, \ldots, x_n\}^T \in \mathbb{R}^{n \times d}$ be the content data set with $d$ features and $n$ instances. In this work, we assume $X$ is centered observation, i.e., $E(X^T) = 0$. In the social network scenario, each instance of $X$ corresponds to a user. In this paper, the data are assumed in high dimensions, i.e., $d$ is very large.

### 3.1 Affinity Information for Social Network Data

For social network data, beside the content information data $X$, we may have additional link information. For example, we may have an additional link data matrix $R \in \mathbb{R}^{n \times n}$ indicating the link states among users, where $R(i, j) = 1$ if $u_i$ and $u_j$ are linked; otherwise 0. In this work, we focus on symmetrical relationships between users. We assume the relations between the users are symmetrical, i.e., $R = R^T$. By default, we assume $R = 0$ if no link information is provided. Let $L_S$ and $L_R$ be the Laplacian matrices built on $S$ and $R$ using Eq. (2). Considering both similarities based on content information $R$ and link information $S$, we simply construct the final Laplacian matrix as a linear combination of $L_S$ and $L_R$:

$$L = \alpha L_S + \lambda L_R, \quad (3)$$

where $\alpha$ is a positive leverage parameter. The magnitudes of $L_S$ and $L_R$ are naturally comparable because they both describe the relations of the same user community.

### 3.2 Spectral Clustering

Once obtaining $L$, we can apply the spectral clustering algorithm to partition the instances into $c$ clusters. Let $Y = \{y_1, \ldots, y_n\}^T \in \mathbb{R}^{n \times c}$ be the cluster indicator vector of the $c$ classes \{1, ..., $c$\} for $n$ instances, where $Y(i, j) = 1$ if $x_i$ is labeled as the $j$th cluster; otherwise 0. Note that, $Y$ is a matrix with discrete values, which makes the optimization problem NP-hard [31]. We relax the indicator matrix by a scaled cluster indicator matrix $F = Y(Y^T Y)^{-2}$ to allow its entries to take on any real values. It is easy to verify that $F^T F = I$. Accordingly, the standard spectral clustering problem can be addressed by solving the following minimization problem:

$$\min_F \text{tr}(F^T L F), \quad \text{s.t.} \quad F^T F = I. \quad (4)$$

In problem Eq. (4), the optimal indicator matrix $F$ is obtained to assign similar values to the instances that are close to each other on the graph represented by $L$. This problem can be addressed by eigen-decomposition of $L$ [14].

---

**Algorithm 1.** Spectral Clustering for Social Network Data

**Input:** Content matrix $X \in \mathbb{R}^{n \times d}$, link matrix $R \in \mathbb{R}^{n \times n}$, and leverage parameter $\alpha$.

1: Compute the normalized matrix $L$ according to Eq. (3).
2: Compute the first $c$ eigenvectors (denoted by $U \in \mathbb{R}^{n \times c}$) of $L$.
3: Let $u_i \in \mathbb{R}^c$ be the vector corresponding to the $i$th row of $U$.
4: Cluster the points $\{u_i\}_{i=1}^n$ into clusters $\{1, ..., c\}$ via the $k$-means algorithm.

---

### 4 Learning Distilled Graph for Spectral Analysis

Previous works and the model in Eq. (4) calculating the the similarities using only the content information from scratch, in which the graph is usually constructed using all features. Once the graph is constructed, it will not be changed or improved. Unfortunately, in practice, the content information often contains many noisy, sparse, and redundant features. Using all the features may cause significant bias of the true linkages of users. To avoid these issues, we have to find a distilled graph that is constructed using only the true representative features.

#### 4.1 General Method

Suppose we know the true representative features and index them by a 0-1 vector $\tau \in \{0, 1\}^d$. Here, $\tau_j = 1$ means the $j$th feature is a true feature; while $\tau_j = 0$ means the $j$th feature is a redundant/noisy feature. Then the ideal similarity matrix (or graph) can be constructed by

$$S(x, y) = \begin{cases}
\exp\left(-\frac{\|x - y\|_2^2}{\sigma^2}\right), & \text{if } \tau \odot x \in \mathcal{N}_k(\tau \odot x) \\
0, & \text{otherwise},
\end{cases} \quad (5)$$

and the ideal Laplacian matrix $L(\tau)$ can be computed by

$$L(\tau) = L_S + \alpha L_R. \quad (6)$$

As shown in Eq. (6), once $\tau$ is known, the graph is fixed. In practice, the ground truth of $\tau$ is unknown. Suppose the number of true representative features satisfies $\|\tau\|_0 \leq k$, where $k$ is some number representing the knowledge of the number of true features. An intuitive way to learn $\tau$ is to address the following optimization problem:

$$\min_{\tau} \text{tr}(F^T L(\tau) F), \quad \text{s.t.} \quad F^T F = I, \quad \|\tau\|_0 \leq k. \quad (7)$$

However, the above problem is non-convex and NP-hard, since there are exponential number of elements in $\tau$, and the values of the elements in $bflau$ are discrete. In Eq. (7), $\tau$ can also been seen as an indicator for selecting useful features. Meanwhile, given a fixed $\tau$, it is possible to find the most representative graph w.r.t. $L(\tau)$. Therefore, We propose to solve the problem by alternately applying graph construction and feature selection.

Overall, starting from a reasonable initial guess of $\tau$, the proposed algorithm gradually optimizes the graph distillation and the feature selection task in an alternating manner to obtain a distilled graph. Let $\Phi$ be the index sets of the features selected on graph with parameter $\tau$, i.e., $\Phi = \text{support}(\tau)$ or vice-versa. In each iteration, the algorithm first seeks the most representative features w.r.t. $L(\tau)$ and records them into a feature index set $\Phi$. Second, the algorithm updates the feature set $\Phi$ by adding the new features $S$ as $\Phi := \Phi \cup S$. Third, the algorithm updates $\tau$ and $L(\tau)$ with the updated feature set $\Phi$. The whole procedure of the proposed algorithm is summarized in Algorithm 2.

Algorithm 2 is very similar to the EM algorithm. First, the initialization of $\tau$ is very important. Without loss of generality,
we can initialize $\tau = 0$ and $\Upsilon = \emptyset$ since no feature is selected at the beginning. The graph is initialized as a fully-connected graph with \( S(i, j) = 1 \). This initialization is reasonable since it is very related to the principle component analysis when \( R = 0 \). Second, it is easy to obtain the combined Laplacian matrix via Eq. (6). Note that, if \( R \neq 0 \), we may start by assuming \( S(i, j) = 0 \) and \( L_S = 0 \). In this case, we have \( L(\tau) = \alpha R \). The leverage parameter $\alpha$ can be optimized by grid research. Third, the remaining issue is how to find the most representative features w.r.t. a given $L(\tau)$. In this stage, we aim to find the most representative features based on the graph. We transfer the spectral clustering task to a regularized least square problem. Then, we propose to solve the problem through a relaxed convex optimization method with a worst-case analysis strategy to gradually select the most representative features [32], [33], [34]. Here, the number of features $k$ is introduced in the algorithm. In practice, the number of true features is unknown; thus $k$ is unknown. We further relax the sparsity constraint $||\tau||_0 \leq k$ as $||\rho||_0 \leq \varrho < k$, where $\varrho$ is a small integer which reflects a rough knowledge of $k$. In practice, $\varrho$ can be very small (e.g., $\varrho = 1$). Due to the optimization scheme, we do not have to estimate $k$ but approach it iteratively. We will discuss the details of our algorithm in the following sections.

Algorithm 2. Learning Distilled Graph for Spectral Clustering

**Input:** Content matrix $X \in \mathbb{R}^{n \times d}$, link matrix $R \in \mathbb{R}^{n \times n}$, $k$ and leverage parameter $\alpha$.
1. Initialize $\tau = 0$ and selected feature subset $\Upsilon = \emptyset$.
2. Compute $L(\tau)$ according to Eq. (6).
3. Find the most representative features $S$ given $L(\tau)$.
4. Update $\Upsilon := \Upsilon \cup S$, and update $\tau$ and $L(\tau)$ accordingly.
5. Repeat Step 2-4 until $k$ features are selected.

4.2 Finding the Most Representative Features w.r.t. $L(\tau)$

To find the most the representative features w.r.t. $L(\tau)$, we need some transformations. First, assume that there is a feature mapping matrix $W \in \mathbb{R}^{d \times n}$ that maps $X$ to the pseudo-label $F$, i.e., $F = XW$. Then, problem Eq. (4) can be rewritten as the following problem

$$\min_{W} \text{tr}(W^{T}X^TL(\tau)XW), \quad \text{s.t.} \quad W^{T}X^{T}XW = I.$$  
(8)

Suppose $W^*$ is an optimal solution to the above problem. In general, $W^*$ is not sparse. However, a feature item with larger $||W^*_i||_2$ is more important, where $W^*_i$ denotes the $i$th row of $W$. Problem Eq. (8) can be addressed via generalized eigenvalue decomposition [35], which, however, can be very expensive for large-scale and high dimensional problems. To reduce the computational burden for large-scale problems, Sun et al. [35] show that $W^*$ in fact can be obtained by solving a least square regression problem $\min_{W} \frac{1}{2} ||XW - T||_{F}^{2}$, where $T$ is the regression target that can be computed by Algorithm 3 (See more details in [35]).

In practice, to avoid the possible over-fitting and improve the robustness to noise, we introduce a regularizer $\lambda ||W||_{F}^{2}$ and obtain the following optimization problem

$$\min_{W} \frac{1}{2} ||XW - T||_{F}^{2} + \lambda ||W||_{F}^{2},$$  
(9)

where $\lambda > 0$ is a regularization parameter. However, the regularizer $\lambda ||W||_{F}^{2}$ in Eq. (9) does not encourage sparse solution. To induce sparsity to $W$ and identify the most representative features, we introduce a binary indicator vector $\rho \in \{0, 1\}^d$, whose entries are 1 for the selected feature and 0 otherwise. Let

$$\Pi = \{ \rho : \rho \in \{0, 1\}^d, ||\rho||_0 \leq \varrho < k \}$$

be the domain of $\rho$, where integer $\varrho \ll d$ represents the least number of features to be selected. Finally, we formulate our objective function for learning the most representative features as follows

$$\min_{\rho \in \Pi} \frac{1}{2} ||E||_{F}^{2} + \frac{\lambda}{2} ||W||_{F}^{2} \quad \text{s.t.} \quad E = T - X\text{diag}(\rho)W,$$  
(10)

where diag($\rho$) is a diagonal matrix whose diagonal is $\rho$ and $E$ is an auxiliary variable $E = T - X\text{diag}(\rho)W$. In Eq. (10), there are $\sum_{\varrho=1}^{d} \binom{d}{\varrho}$ feasible $\rho$’s in $\Pi$ (e.g., $||\Pi|| = \sum_{\varrho=1}^{d} \binom{d}{\varrho}$), and the feature selection task can be cast as finding the best $\rho$ from $\Pi$ and solving the inner minimization problem w.r.t. $W$.

Algorithm 3. Computation of Regression Target $T$

**Input:** Symmetric positive and semi-definite matrix $L(\tau)$.
1. Decompose $L(\tau) = H H^T$, where $H \in \mathbb{R}^{n \times r}$.
2. Do QR-decomposition $HP = QR$ with a permutation matrix $P$.
3. Do singular value decomposition $R = U_R \Sigma_R V_R^T$.

Output: Regression target $T$.

Problem Eq. (10) is non-convex, and NP-hard to solve. However, following [36], [37], we can make a convex relaxation, and transform it into the following convex quadratically constrained linear programming (QCLP) problem.

4.3 Relaxation of the Inner Problem (10)

For any fixed $\rho \in \Pi$, the inner problem of Eq. (10) can be represented as

$$\min_{W} \frac{1}{2} ||E||_{F}^{2} + \frac{\lambda}{2} ||W||_{F}^{2} \quad \text{s.t.} \quad E = T - X\text{diag}(\rho)W,$$  
(11)

which can be solved in its dual form. By introducing the dual variable $\Lambda \in \mathbb{R}^{n \times r}$, we can obtain the Lagrangian function as

$$\mathcal{L}(W, E, \Lambda) = \frac{1}{2} ||E||_{F}^{2} + \frac{\lambda}{2} ||W||_{F}^{2} - \langle \Lambda, E - T + X\text{diag}(\rho)W \rangle.$$  
(12)

By setting the derivatives of $\mathcal{L}(W, E, \Lambda)$ w.r.t. $W$ and $E$ to 0 respectively, we get

$$W = \frac{1}{\lambda} \text{diag}(\rho)X^T \Lambda, \quad \text{and} \quad E = \Lambda.$$  
(13)

Substituting Eq. (13) into Eq. (12), we obtain the dual form of Eq. (11) as
max_{\Lambda \in \mathbb{R}^{r \times r}} - \frac{1}{2} tr \left( \Lambda \left( \frac{1}{\lambda} X \text{diag}(\rho) X^T + I \right) \Lambda \right) + tr(\Lambda^T T).

For convenience, we define

\[ f(\Lambda, \rho) = \frac{1}{2} tr \left( \Lambda \left( \frac{1}{\lambda} X \text{diag}(\rho) X^T + I \right) \Lambda \right) - tr(\Lambda^T T), \]

which is a convex function. Following this, problem Eq. (10) can be equivalently reformulated as

\[ \min_{\rho \in \Pi} \max_{\Lambda \in \mathbb{R}^{r \times r}} - f(\Lambda, \rho). \quad (14) \]

Problem Eq. (14) is still a non-convex problem since it is a mixed integer programming problem. According to minimax inequality (5.46) in [38], we have:

\[ \min_{\rho \in \Pi} \max_{\Lambda \in \mathbb{R}^{r \times r}} - f(\Lambda, \rho) \geq \max_{\Lambda \in \mathbb{R}^{r \times r}} \min_{\rho \in \Pi} - f(\Lambda, \rho). \quad (15) \]

Accordingly, problem \( \max_{\Lambda \in \mathbb{R}^{r \times r}} \min_{\rho \in \Pi} - f(\Lambda, \rho) \) is a convex lower bound of problem Eq. (14).

Recall that each \( \rho \in \Pi \) defines a quadratic constraint w.r.t. \( \Lambda \). Thus problem Eq. (15) has exponentially many constraints as there are \( |\Pi| = \sum_{i=1}^{d} \binom{i}{d} \), making it hard to address directly.

### 4.4 General Optimization for Problem (15)

Although there are exponentially many constraints in Eq. (15), only a few of them are active at the optimal solution, due to an assumption that the number of relevant features w.r.t. \( T \) are small. Motivated by this observation and the cutting-plane method for handling problems with many constraints [32], [33], [39], we propose Algorithm 4 for problem Eq. (15).

**Algorithm 4. Learning the Most Representative Features**

**Input:** Input data \( X \in \mathbb{R}^{n \times d} \) and \( L(\tau) \).

1. Compute regression target \( T \) according to Algorithm 3.
2. Initialize \( \Pi^0 = \emptyset \), \( \Lambda^0 = T \), iteration index \( t = 1 \).
3. Worst-case analysis: find the most violated \( \rho' \) by solving Eq. (16).
4. Set \( \Pi^t = \Pi^{t-1} \cup \{ \rho' \} \).
5. Update \( \Lambda^t \) by solving the subproblem in Eq. (17) w.r.t. \( \Pi^t \).
6. Set \( t = t + 1 \). Repeat Step 3–5 until the stopping conditions are achieved.

**Output:** A set \( S \) indexing the selected features indicated by \( \Pi \) and recovered \( W \) (from solving the subproblem).

In Algorithm 4, we iteratively find the most-violated constraint and add to an active set, and then solve a subproblem associated with the active constraints. At the \( t \)th iteration, we find the most-violated constraint through the **worst-case analysis** in Step 2. Let \( \Lambda = X^T \Lambda^{t-1} \in \mathbb{R}^{d \times r} \) where \( \Lambda^{t-1} = T - X \text{diag}(\rho^{t-1}) W^{t-1} \), and define \( s_i = \sum_{j=1}^{r} (A_{i,j})^2 \). The worst-case analysis can be achieved by solving the following optimization problem:

\[ \rho' = \arg \max_{\rho \in \Pi} f(\Lambda^{t-1}, \rho) = \arg \max_{\rho \in \Pi} \sum_{i=1}^{d} s_i \rho_i. \quad (16) \]

Problem Eq. (16) can be solved by first finding the \( \rho \) largest \( s_i \)'s, and then setting the corresponding \( \rho_i \) to 1 and the rests to 0.

After obtaining a new \( \rho' \), we will add it into the active set \( \Pi^t = \Pi^{t-1} \cup \{ \rho' \} \), which is initialized as an empty set \( \emptyset \), and then solve for \( \Lambda^t \) by addressing a subproblem w.r.t. constraints defined by \( \Pi^t \):

\[ \min_{\Lambda \in \mathbb{R}^{r \times r}, \rho \in \mathbb{R}} \theta, \quad \text{s.t. } f(\Lambda, \rho) \leq \theta, \forall \rho \in \Pi^t, \quad (17) \]

which can be efficiently solved in primal form.

### 4.5 Optimization for Subproblem (17)

Let \( H = |\Pi^t| \) be the number of active constraints at \( t \)th iteration in Algorithm 4. Before achieving the stopping conditions, we solve the subproblem Eq. (17) w.r.t. \( \Lambda \) under the \( H \) constraints in \( \Pi^t \). Although \( H \) is much smaller than \( |\Pi| \) (i.e., the number of constraints) in problem Eq. (15), solving Eq. (17) is computationally expensive when \( n \) is very large. Recall that after \( t \) iterations, \( \Pi^t \) contains at most \( H_B \) features, where \( H_B \ll n \). Motivated by this observation, we propose to solve Eq. (17) in the primal form w.r.t. \( W \).

Note that instead of maintaining all elements in \( W \) explicitly, we only need to handle the elements in \( W \) regarding the elements the features recorded in \( \Pi^t \). For each \( \rho \in \Pi^t \), where \( h \in [H] \), we let \( X_h^k \in \mathbb{R}^{n \times e} \) be the data set regarding features indicated by \( \rho_h \). \( \Omega_h \in \mathbb{R}^{e \times e} \) denote the weight matrix w.r.t. \( X_h^k \), and \( \Omega = [\Omega_h]_{h=1}^{H} \in \mathbb{R}^{e \times e} \) is a stacked suppermatrix of all \( \Omega_h \)'s. Then we have the following proposition.

**Proposition 1.** For any \( t > 0 \), the subproblem Eq. (17) can be equivalently addressed by solving its primal form:

\[ \min_{\Omega} \frac{\lambda}{2} \left( \sum_{h=1}^{H} \|\Omega_h\|_F \right)^2 + \frac{1}{2} \|E\|_F^2, \quad (18) \]

where \( E = T - \sum_{h=1}^{H} X_h^k \Omega_h \) denotes the regression residual. Moreover, the dual variable \( A \) in Eq. (17) can be recovered by \( A = E \) for the worst-case analysis.

**Proof.** Let \( g(\Omega) = \frac{1}{2} \left( \sum_{h=1}^{H} \|\Omega_h\|_F \right)^2 \). Define a convex cone \( \mathcal{Q}_\rho = \{(\Omega, v) \in (\mathbb{R}^{e \times e})^2 | \|\Omega\|_F \leq v \} \). Let \( z_h = \|\Omega_h\|_F \) and \( z = \sum_{h=1}^{H} z_h \), we have \( g(\Omega) = \frac{1}{2} z^2 \), where \( z_h \geq 0 \) and \( z \geq 0 \).

Problem Eq. (17) can be reformulated as

\[ \min_{\Omega, E} \frac{\lambda}{2} z^2 + \frac{1}{2} \|E\|_F^2 \quad \text{s.t. } E = T - \sum_{h=1}^{H} X_h^k \Omega_h, \sum_{h=1}^{H} z_h \leq z, (\Omega_h, z_h) \in \mathcal{Q}_\rho, \forall h. \quad (19) \]

Following [30], we obtain the dual problem:

\[ \max_{\lambda, \alpha} tr(\Lambda^T T) - \frac{1}{2} tr(\Lambda^T \Lambda) - \frac{1}{2\alpha} \|X^T \Lambda\|_F^2 \quad \text{s.t. } \|X^T \Lambda\|_F \leq \alpha, \quad h = 1, ..., H. \quad (20) \]

Let \( \theta = -\frac{1}{2} tr(\Lambda^T T) + \frac{1}{2} tr(\Lambda^T \Lambda) + \frac{1}{2\alpha} \|X^T \Lambda\|_F^2 \) and \( f(\Lambda, \rho_h) = \frac{1}{2\alpha} \|X^T \Lambda\|_F^2 \). Problem Eq. (20) becomes \( \max_{\lambda, \alpha} \sum_{h=1}^{H} \frac{1}{2\alpha} \|X^T \Lambda\|_F^2 \). Problem Eq. (17) completes the proof. \( \square \)
In Eq. (18), the regularization term $\frac{1}{2}(\sum_{h=1}^{H} \| \Omega_h \|_F^2)$ is non-smooth. We propose to solve it via an Accelerated Proximal Gradient (APG) method [40]. For convenience, we define $g(\Omega) = \frac{1}{2}(\sum_{h=1}^{H} \| \Omega_h \|_F^2)$, $p(\Omega) = \frac{1}{2} \| T - \sum_{h=1}^{H} X^h \Omega_h \|_F^2$ and $\phi(\Omega) = g(\Omega) + p(\Omega)$. Given a point $V \in \mathbb{R}^{d \times r}$, the APG method iteratively minimizes a quadratic approximation to $g(\Omega) + p(\Omega)$ w.r.t. $\Omega$ as following problem: $q(\Omega, V) = g(\Omega) + p(V) + \langle \nabla p(V), (\Omega - V) \rangle + \frac{1}{2} \| \Omega - V \|_F^2 + p(\Omega) - \frac{1}{2} \| \Omega - G \|_F^2 + g(\Omega) + p(V) - \frac{1}{2} \| \nabla p(V) \|_F^2$, where $\nabla p(V)$ denotes the gradient of $p(\cdot)$ at point $V$, $\tau > 0$ denotes a guess of Lipschitz constant of $p(\cdot)$, and $G = V - \frac{1}{\tau} \nabla p(V) = [G^1, \ldots, G^H]^T$, where $G_h$ is the corresponding component to $\Omega_h$. To minimize $q(\Omega, V)$ w.r.t. $\Omega$, the problem reduces to the following Moreau projection problem [41]: $\min_{\Omega} \frac{1}{2} \| \Omega - G \|_F^2 + g(\Omega)$. Martins has shown that this problem has an unique closed-form solution, which is summarized in Proposition 2. The optimal solution can be obtained via Algorithm 5.

Proposition 2. Let $S_r(G, V)$ be the optimal solution to Moreau projection problem at $V$, then $S_r(G, V)$ is unique and can be calculated as follows:

$$\left[ S_r(G, V) \right]_h = \begin{cases} \frac{\alpha_h}{\| \alpha_h \|_F} G_h, & \text{if } \alpha_h > 0, \\ 0, & \text{otherwise}, \end{cases}$$

(22)

where $\left[ S_r(G, V) \right]_h \in \mathbb{R}^{H \times r}$ denote the corresponding component w.r.t. $G_h$ and $\alpha \in \mathbb{R}^H$ be an intermediate variable. Let $\widehat{\sigma} = \| G_h \|_F^{-1} \in \mathbb{R}$, the intermediate vector $\alpha$ can be obtained via a soft-threshold operator $\alpha_h = \text{soft}(\widehat{\sigma}, \alpha_h) = \begin{cases} \alpha_h - \sigma, & \text{if } \alpha_h > \sigma, \\ 0, & \text{otherwise}, \end{cases}$ Here the threshold $\sigma$ is calculated in Step 4 of Algorithm 5.

Algorithm 5. Moreau Projection for $S_r(G, V)$

Input: Matrix $G$ and parameter $s = 1/\tau > 0$.
1: Calculate $\widehat{\sigma}_h = \| G_h \|_F$ for all $h \in [H]$.
2: Sort $\widehat{\sigma}$ into $\bar{\sigma}$ such that $\bar{\sigma}_1 > \ldots > \bar{\sigma}_N$.
3: Find $p = \max \{ h | \bar{\sigma}_h - \bar{\sigma}_h \sum_{h=1}^{H} \bar{\sigma}_h, h \in [H] \}$.
4: Calculate the threshold value $\sigma = \frac{1}{1 + \tau s} \sum_{h=1}^{p} \bar{\sigma}_h$.
5: Compute $\alpha = \text{soft}(\widehat{\sigma}, \sigma)$.
Output: $S_r(G, V)$ via Eq. (22).

With the Moreau Projection in Algorithm 5, we present the APG method for problem Eq. (18) in Algorithm 6. In Algorithm 6 $L_t$ is the Lipschitz constant w.r.t. $p(\cdot)$ in the $t$th iteration in Algorithm 5, which is adjusted by the line search. When a new set of features is added into the subproblem optimization in Algorithm 4, we can use the optimal solution of the last subproblem $(\Omega_{t-1})$ as an initial guess to the corresponding components of the next subproblem.

4.6 Stopping Conditions of Algorithm 4

The stopping condition of Algorithm 4 is critical in our method. Since the intermediate graph is often not very accurate and the content data are often noisy, the target matrix $T$ is not very accurate. Therefore, we should not solve the problem Eq. (15) very exactly; otherwise, the over-fitting problem will happen. To avoid this, we can stop the algorithm early with a relatively loose stopping condition:

$$\frac{| \theta_{t+1} - \theta_t |}{| \theta_t |} \leq \varepsilon,$$

(23)

where $\varepsilon$ is set to 0.1 in practice. Note that one may use the $\ell_2$-norm regularization to encourage sparsity, in which one can only choose a large regularization parameter to choose fewer features. However, if the regularization parameter is too large, bias issue would happen, which indicates the superiority of the proposed method.

Algorithm 6. APG for Solving Problem (18)

Input:
1: Initialization: Initialize the Lipschitz constant $L_t = L_{t-1}$, set $\Omega_0 = V^T = [0^T, 0^T]$, by warm start, $\tau_0 = L_t$, $\eta \in (0, 1)$, parameter $\varepsilon' = 1$ and $k = 1$.
2: Set $t = \eta t_{k-1}$. For $j = 0, 1, \ldots$
3: Set $G = V^k - \frac{1}{\tau} \nabla p(V^k)$, and compute $S_r(G, V^k)$.
4: If $\phi(S_r(G, V^k)) \leq q(S_r(G, V^k))$, Set $t_k = t$, stop;
5: Else $t = \min \{ \eta^{-1} t, L_t \}$
6: End
7: Return and output $\Omega_t = \hat{\Omega}_t$, and $L_t = \eta t_k$.

4.7 Computational Complexity

In Algorithm 1, let the input data be $X \in \mathbb{R}^{n \times d}$, where $n$ is the number of instances and $d$ is the dimensionality of data. Overall, without the pursuit of distilled graph, the complexity of Algorithm 1 is dominated by the cost of building the Laplacian matrix in step 1, which is $O(n^2 d)$ [42].

Next, we analyze the complexity of our Algorithm 2.

- In step 3, we apply Algorithm 4 to find the most representative features. Let the matrix $L(\tau)$ be with $s$ significant singular values, where $s \leq n$. The complexities of key operations in Algorithm 4 are as follows: 1) We apply Algorithm 3 to pursue the regression target $T$. In this subproblem, the complexities of decomposing $L(\tau) = HH^T$ and QR-decomposition $HP = QR$ are both $O(n s^2)$. The complexity of SVD of $R \in \mathbb{R}^{n \times t}$ is $O(s^3)$. 2) The complexity of worst-case analysis is $O(n s d + n s d + m \log d)$. 3) We invoke APG algorithm in Algorithm 6 to solve the subproblem in Eq. (17). The complexity of a standard APG algorithm is $O(1/\sqrt{n})$ [40], with an $\eta$-optimal solution.

- In step 4, the complexity of computation of Laplacian matrix $L(\tau)$ is $O(n^2 \rho')$, where $\rho'$ is the number of selected features in the $t$th iteration. Overall, the complexity of Algorithm 2 is $O(\sum_{T}(n^2 \rho' + n s d))$, where $T$ is the total iteration times. In social network analysis, on a high-dimensional data, we can evaluate $\rho' \ll d$. Moreover, in both synthetic and real-world data experiments, the algorithm is stopped very early in ten iterations, which
implies $T$ is small. Such that, Algorithm 2 is highly efficient compared with the conventional spectral analysis algorithms.

5 EXPERIMENTS

5.1 Datasets

We evaluate the performance of various methods on both synthetic dataset and a collection of real-world datasets.

Synthetic Dataset. The synthetic dataset is a binary clustering dataset with three informative features $f_1$, $f_2$ and $f_3$, namely $X$. Inspired by [36], we draw the features as the following. As shown in Fig. 1, we draw the first two features $f_1$ and $f_2$ as composite features from a uniform distributed 2-circle dataset. We construct $f_3$ as the most informative single feature [43]. Feature $f_1$ and other features are noisy features drawn from a uniformly distribution. Ideally, a good feature selection algorithm should successfully identify the features $f_1$ and $f_2$ as a group, which is referred to as ideal features [36].

If the algorithm is forced to select only one feature, feature $f_3$ should be selected. Clearly, if only considering one-feature spaces, neither $f_1$-space nor $f_2$-space is helpful for the clustering. However, if we can select more than one feature, the feature group of $f_1$ and $f_2$ is the best choice. As shown in Fig. 1b, clusters have a number of overlapped instances on the dimension of $f_3$. As shown in Fig. 1a, clusters can be distinctly separated on the joint space of $f_1$ and $f_2$.

In our experiment, we additionally simulate a link matrix $R$ as input data. Some sample pairs are selected as the linked samples within each cluster with the corresponding similarity assigned to 1 in $R$. They are referred to as positive links, which reflect the correct geometric structures of the clusters (solid lines in Fig. 1). We also draw some sample pairs with samples from different clusters as linked, which are referred to as noise links.

BlogCatalog\(^1\): BlogCatalog is a social website of blogs. Each user of BlogCatalog is considered as a sample and tags added to blogs is considered as features. Link information is provided by “follows” relations between users. A user can also register under predefined categories, which are used as ground truth.

Flickr\(^2\): Flickr is a website for people to share their images. Similar as BlogCatalog, users are considered as samples, tags generated by users to their photos are used as features, “follows” relations are used as link information, pre-specified categories for photo collation are used as ground truth. The details of the real-world datasets are shown in Table 1.

5.2 General Experimental Settings

Two common evaluation metrics for clustering are used in our experiments, i.e., accuracy (ACC) and normalized mutual information (NMI) [8], [15], [44]. For both of the two measurements, the higher values indicate better performance.

**NMI** Let $C$ denote the clustering labels from ground truth, and $C'$ denotes the predicted labels. The mutual information between $C$ and $C'$ is $\text{MI}(C, C') = \sum_{i \in C, j \in C'} p(c_i, r_j) \log \frac{p(c_i, r_j)}{p(c_i) p(r_j)}$, where $p(c_i)$ and $p(r_j)$ are the probabilities of instances in cluster $c_i$ and $r_j$, respectively, and $p(c_i, r_j)$ denotes the probability of instances in cluster $c_i$ and $r_j$ at the same time. The normalized mutual information is thus defined as:

$$\text{NMI}(C, C') = \frac{\text{MI}(C, C')}{\max(H(C), H(C'))},$$

(24)

where $H(C)$ and $H(C')$ represent the entropies of clusterings indicated by label $C$ and $C'$.

**ACC** Let $p_i$ and $q_i$ be the clustering label from the predicted result and ground truth for instance $x_i$, respectively. The accuracy is thus defined as:

$$\text{ACC} = \frac{1}{n} \sum_{i=1}^{n} \delta(q_i, \text{map}(p_i)),$$

(25)

where $n$ is the total number of instance and $\delta(\cdot)$ denotes an indicator function such that $\delta(x, y) = 1$ if $x = y$ while $\delta(x, y) = 0$ otherwise. map($p$) is a permute function that maps the predicted cluster label to match the ground truth label as much as possible.

**Sparsity** To study the sparsity property, we defined a sparsity ratio as $\rho(w) = 1 - \frac{\text{card}(w)}{m}$ where card($w$) is the number of non zeros of $w$. For methods without a sparsity regularization we present an alternate definition as card($w$) = count ($|w_i|/\max(|w_j|) \geq 10^{-4}$), i.e., the number of weights with large relative magnitude [45].

**Parameters** In the experiments, we tune our $k$ in a set \{5, 10, 15\} and determine the regularization parameters and the leverage parameters in a set \{10^{-3}, 10^{-2}, 10^{-1}, 0, 10^1, 10^2, 10^3\} and report the best result.

5.3 Baseline Algorithms

Four state-of-the-art unsupervised feature selection algorithms are compared with ours as baseline algorithms. Specifically, we compare with a feature selection algorithm utilizing both link and content data, NetFS [8], which shows state-of-the-art performance in social network analysis. Moreover, three classical feature selection methods, i.e., LapScore [46] and SPEC [24] and NDFS [26], are also compared as baselines, which perform feature selection using the content data only. In the experiments, we refer our algorithm

---

1. https://www.blocatalog.com/
2. https://www.flickr.com/
as DGC. For the compared algorithms, we first apply each algorithm to select features and then perform clustering on the datums with the selected features. We report the average result of 20 independent experiments.

5.4 Experiments on Synthetic Dataset
We first test our algorithm on the synthetic dataset. First, we test the performance of distilled graph learning especially for our algorithm and evaluate the performances using the number of nonzero items in the similarity matrix. Additionally, in order to test the scalability of our algorithms, we increase the number of links and the number of features in the experiments and report the ACC, computation time and sparsity.

Distilled Graph Learning. We run our algorithm with ten iterations despite the stop condition reached at iteration 4. The test data is produced with 1,000 instances, 2,000 features and 10 percent positive links. For the convenience of visualization, we reorder the samples by their clusters. The sparse representation of $2,000 \times 2,000$ similarity matrix is illustrated in Fig. 2. Each point in the figure is the similarity evaluated between samples. As we can observe in Fig. 2a, in initialization step, $R$ is very sparse. This indicates that we are only given limited link information of data. After the 4th update of $L$, the similarity matrix becomes denser. After that, more noisy links are identified in iteration 10.

Influence of the Number of Noisy Features. We fix the number of instances to 1,000, with 10 percent positive links and 10 percent noise links. As shown in Fig. 3a, clustering accuracies of all algorithms except ours witness a dramatically falling to around 50 percent when the number of noise feature increases to 1,000 and more. Our algorithm is the only one stays at 85 percent until it falls after giving 10,000 noise feature. Moreover, Fig. 3b shows that the computation time of our algorithm is not sensitive to the number of features, even with a large amount of 15,000. However, NDFS and NetFS consume much time when there are more then 5,000 noisy features.

Influence of the Number of Positive Links. Among all methods, only NetFS and the proposed DGC utilize both link and content data. The testing data contains 1,000 instances with 2,000 features. The number of positive links increase from 200 to 150,000. As shown in Fig. 4a, the performances of both NetFS and DGC are getting better as long as the number of the positive link increase. Our algorithm can get more benefits from the positive link information, which obtains a significant increase of the accuracy when there are more than 3,000 positive links. It implies that the propose method can use the link information better. As shown in 4b, the computation time of our algorithm is not sensitive to the number of links, while NetFS witnesses a growth of computation time after 50,000.

Sparsity. As shown in Fig. 5, for sparsity study, our algorithm performs the highest sparsity ratios in all the experiments around 98 percent. By introducing an $\ell_{2,1}$-norm as regularization term, NDFS algorithm also achieves a sparsity ratio around only 80 percent. NetFS witness a gradually increasing of sparsity while the number of noise feature growth. However, it is not sensitive to the number of positive links, as positive links are only used to construct pre-calculated latent low-dimension space for feature selection.

5.5 Experiments on Real-World Datasets
We test our algorithm on two real-world datasets BlogCatalog and Flickr. First, we vary the number of selected features and investigate the performances of all compared...
algorithms. We report the average performance of 20 independent experiments in ACC and NMI. Second, for our algorithm, we vary the parameter $\alpha$ w.r.t. the number of selected features to study the influence of link information. Notice in Eq. (3), the parameter $\alpha$ leverages the importance of the link information matrix. At last, to investigate the effect of regularization term, we vary the value of its lever- age parameter $\lambda$.

Influence of Number of Selected Features. In this experiment, we investigate the performance with the different number of selected features on two real-world datasets. We vary the number of selected features for all the algorithms on two datasets from 200; 400; ...; 2000. The results are shown in Tables 3 and 2. We have the following observations:

- In general, the performances of all algorithms reach the peak when selecting around 1,200 features other than maximum 2,000 features. This demonstrates the importance of feature selection when doing spectral clustering.
- Our algorithm outperforms all algorithms in most cases on the clustering performance. In particular, by using both content and link information, our algorithm and NetFS show much better performance than others. This indicates that the utilization of link information improves the clustering performance on social network data.
- Our algorithm outperforms NetFS algorithm in overall performance (marked with the star in tables). The possible reason is that NetFS selects feature based on a low-dimensional latent space constructed by only link information. Thus it will be affected by the noisy links. On the contrary, our algorithm iteratively learns a distilled graph with the most representative feature.

**TABLE 2**

<table>
<thead>
<tr>
<th>ACC (%)</th>
<th># Features</th>
<th>200</th>
<th>400</th>
<th>600</th>
<th>800</th>
<th>1000</th>
<th>1200</th>
<th>1400</th>
<th>1600</th>
<th>1800</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>LapScore</td>
<td></td>
<td>26.75</td>
<td>28.88</td>
<td>27.85</td>
<td>24.52</td>
<td>32.91</td>
<td>29.66</td>
<td>28.98</td>
<td>28.84</td>
<td>27.27</td>
<td>27.31</td>
</tr>
<tr>
<td>SPEC</td>
<td></td>
<td>18.02</td>
<td>18.44</td>
<td>19.04</td>
<td>19.55</td>
<td>20.31</td>
<td>22.80</td>
<td>24.02</td>
<td>22.32</td>
<td>21.11</td>
<td>20.03</td>
</tr>
<tr>
<td>NDFS</td>
<td></td>
<td>23.34</td>
<td>30.23</td>
<td>34.03</td>
<td>42.80</td>
<td>34.85</td>
<td>32.93</td>
<td>32.32</td>
<td>30.02</td>
<td>30.02</td>
<td>28.84</td>
</tr>
<tr>
<td>NetFS</td>
<td></td>
<td>45.61</td>
<td>47.74</td>
<td>51.13</td>
<td>52.82</td>
<td>48.84</td>
<td>48.15</td>
<td>52.59</td>
<td>52.07</td>
<td>49.73</td>
<td>50.42</td>
</tr>
<tr>
<td>DGC</td>
<td></td>
<td>43.19</td>
<td>49.92</td>
<td>51.54</td>
<td>51.98</td>
<td>52.44</td>
<td>53.98</td>
<td>53.12</td>
<td>53.46</td>
<td>53.37</td>
<td>52.83</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NMI</th>
<th># Features</th>
<th>200</th>
<th>400</th>
<th>600</th>
<th>800</th>
<th>1000</th>
<th>1200</th>
<th>1400</th>
<th>1600</th>
<th>1800</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>LapScore</td>
<td></td>
<td>0.080</td>
<td>0.064</td>
<td>0.021</td>
<td>0.032</td>
<td>0.081</td>
<td>0.061</td>
<td>0.061</td>
<td>0.051</td>
<td>0.064</td>
<td>0.061</td>
</tr>
<tr>
<td>SPEC</td>
<td></td>
<td>0.081</td>
<td>0.061</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td>0.080</td>
<td>0.021</td>
<td>0.061</td>
<td>0.061</td>
<td>0.061</td>
</tr>
<tr>
<td>NDFS</td>
<td></td>
<td>0.132</td>
<td>0.150</td>
<td>0.172</td>
<td>0.133</td>
<td>0.132</td>
<td>0.121</td>
<td>0.131</td>
<td>0.152</td>
<td>0.122</td>
<td>0.151</td>
</tr>
<tr>
<td>NetFS</td>
<td></td>
<td>0.27</td>
<td>0.29</td>
<td>0.33</td>
<td>0.30</td>
<td>0.29</td>
<td>0.30</td>
<td>0.31</td>
<td>0.33</td>
<td>0.33</td>
<td>0.31</td>
</tr>
<tr>
<td>DGC</td>
<td></td>
<td>0.24</td>
<td>0.30</td>
<td>0.31</td>
<td>0.31</td>
<td>0.32</td>
<td>0.33</td>
<td>0.35</td>
<td>0.34</td>
<td>0.34</td>
<td>0.34</td>
</tr>
</tbody>
</table>

**TABLE 3**

<table>
<thead>
<tr>
<th>ACC (%)</th>
<th># Features</th>
<th>200</th>
<th>400</th>
<th>600</th>
<th>800</th>
<th>1000</th>
<th>1200</th>
<th>1400</th>
<th>1600</th>
<th>1800</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>LapScore</td>
<td></td>
<td>12.75</td>
<td>12.88</td>
<td>12.85</td>
<td>13.52</td>
<td>13.91</td>
<td>13.66</td>
<td>16.98</td>
<td>15.84</td>
<td>13.27</td>
<td>13.31</td>
</tr>
<tr>
<td>SPEC</td>
<td></td>
<td>11.02</td>
<td>12.44</td>
<td>11.04</td>
<td>13.55</td>
<td>14.31</td>
<td>14.80</td>
<td>14.02</td>
<td>15.32</td>
<td>14.11</td>
<td>13.03</td>
</tr>
<tr>
<td>NDFS</td>
<td></td>
<td>15.34</td>
<td>17.23</td>
<td>19.03</td>
<td>19.80</td>
<td>22.85</td>
<td>32.93</td>
<td>22.32</td>
<td>23.02</td>
<td>20.02</td>
<td>18.84</td>
</tr>
<tr>
<td>NetFS</td>
<td></td>
<td>23.89</td>
<td>27.47</td>
<td>30.41</td>
<td>35.28</td>
<td>38.97</td>
<td>43.70</td>
<td>45.47</td>
<td>47.44</td>
<td>50.03</td>
<td>43.32</td>
</tr>
<tr>
<td>DGC</td>
<td></td>
<td>16.26</td>
<td>29.47</td>
<td>34.15</td>
<td>38.84</td>
<td>40.53</td>
<td>51.07</td>
<td>48.22</td>
<td>49.97</td>
<td>43.65</td>
<td>42.95</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NMI</th>
<th># Features</th>
<th>200</th>
<th>400</th>
<th>600</th>
<th>800</th>
<th>1000</th>
<th>1200</th>
<th>1400</th>
<th>1600</th>
<th>1800</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>LapScore</td>
<td></td>
<td>0.080</td>
<td>0.064</td>
<td>0.021</td>
<td>0.032</td>
<td>0.081</td>
<td>0.061</td>
<td>0.061</td>
<td>0.051</td>
<td>0.064</td>
<td>0.061</td>
</tr>
<tr>
<td>SPEC</td>
<td></td>
<td>0.081</td>
<td>0.061</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td>0.080</td>
<td>0.021</td>
<td>0.061</td>
<td>0.061</td>
<td>0.061</td>
</tr>
<tr>
<td>NDFS</td>
<td></td>
<td>0.031</td>
<td>0.051</td>
<td>0.710</td>
<td>0.132</td>
<td>0.120</td>
<td>0.132</td>
<td>0.221</td>
<td>0.308</td>
<td>0.330</td>
<td>0.355</td>
</tr>
<tr>
<td>NetFS</td>
<td></td>
<td>0.27</td>
<td>0.29</td>
<td>0.33</td>
<td>0.30</td>
<td>0.29</td>
<td>0.30</td>
<td>0.31</td>
<td>0.33</td>
<td>0.33</td>
<td>0.31</td>
</tr>
<tr>
<td>DGC</td>
<td></td>
<td>0.24</td>
<td>0.30</td>
<td>0.31</td>
<td>0.31</td>
<td>0.32</td>
<td>0.33</td>
<td>0.35</td>
<td>0.34</td>
<td>0.34</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Fig. 5. Sparsity on synthetic data. Our algorithm is shown in red solid line.
subset, which is less sensitive to the link data and more robust.

Influence of Link Information Matrix. We fix $\lambda$ to 1 and vary $\alpha$ as $\{10^{-3}, 10^{-2}, 10^{-1}, 0, 10^1, 10^2, 10^3\}$ with different number of features from 200 to 2,000. As shown in Fig. 6, performances of our algorithm varies when the number of features changed however is not sensitive to values of $\alpha$. It implies that our algorithm does not strongly rely on either content or link data, which is robust.

Influence of the Regularization Term. To study how $\lambda$ affects the clustering performance, we fix $\alpha$ to 1 and vary $\lambda$ in $\{10^{-3}, 10^{-2}, 10^{-1}, 0, 10^1, 10^2, 10^3\}$ with number of features varying from 200 to 2000. The results are shown in Fig. 7. As shown in Fig. 7, $\lambda$ affects the performance of our algorithm as long as number of feature changing. However, there is no global optimal value for all the two data sets.

6 Conclusion and Extensions

In this paper, we proposed a novel algorithm to learn the distilled graph and select the best representative features simultaneously for spectral clustering on social network data. Specifically, we iteratively find the most representative feature subset w.r.t. the graph and then update the graph by using the selected features only. We compared our algorithm with other state-of-the-art baselines on both synthetic and real-world data sets, and the experimental results demonstrated the superior effectiveness and efficiency compared to the baselines. The proposed method can be further extended to learn the graphs in semi-supervised learning and supervised learning settings. The proposed algorithm is focused on the scenario of social network data analysis, which is a typical unsupervised learning setting. However, the proposed method can be extended to graph-based semi-supervised learning and supervised learning scenarios [10], [35], [47]. For example, the proposed method can be applied to the following settings:

$$\min_{\mathbf{W}} \text{tr}(\mathbf{W}^T \mathbf{X}^T \mathbf{L}(\tau) \mathbf{XW}), \text{ s.t. } \mathbf{W}^T \mathbf{W} = \mathbf{I},$$

or

$$\min_{\mathbf{W}} \text{tr}(\mathbf{W}^T \mathbf{X}^T \mathbf{B}(\tau) \mathbf{XW}) = \mathbf{I},$$

where $\mathbf{B}(\tau)$ contains the supervised information under the graph embedding framework [47]. Note that, for problem Eq. (26), if the graph is a fully-connected graph (namely $\tau = 0$), it follows $\mathbf{L}(\tau) = \mathbf{I} - \frac{1}{N} \mathbf{e} \mathbf{e}^T$. Then problem Eq. (26) becomes the classical PCA problem [47].
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