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Learning Distilled Graph for Large-Scale
Social Network Data Clustering

Wenhe Liu™, Dong Gong
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Abstract—Spectral analysis is critical in social network analysis. As a vital step of the spectral analysis, the graph construction in many
existing works utilizes content data only. Unfortunately, the content data often consists of noisy, sparse, and redundant features, which
makes the resulting graph unstable and unreliable. In practice, besides the content data, social network data also contain link
information, which provides additional information for graph construction. Some of previous works utilize the link data. However, the link
data is often incomplete, which makes the resulting graph incomplete. To address these issues, we propose a novel Distilled Graph
Clustering (DGC) method. It pursuits a distilled graph based on both the content data and the link data. The proposed algorithm
alternates between two steps: in the feature selection step, it finds the most representative feature subset w.r.t. an intermediate graph
initialized with link data; in graph distillation step, the proposed method updates and refines the graph based on only the selected
features. The final resulting graph, which is referred to as the distilled graph, is then utilized for spectral clustering on the large-scale
social network data. Extensive experiments demonstrate the superiority of the proposed method.

Index Terms—Feature evaluation and selection, clustering, spectral analysis, social network

1 INTRODUCTION

N the last decade, we have witnessed the explosive growth

of social networks. Every second, millions of photos, vid-
eos and texts are posted on social networking websites such
as Facebook and Twitter, and we can also share these contents
among a large number of users. Therefore, the social network
analysis becomes more difficult when given large-scale data.
In social network analysis, an important task is to discover
the underlying communities [1] or the users” mutual inter-
ests [1]. This is often achieved by social network data cluster-
ing on the content data of the users (e.g., post tags of the
users), based on the fact that users in the same community
often have similar or correlated content information [2], [3].
Spectral analysis is an efficient solution to complete the social
network data clustering, which analyzes social networks as
graphs. Specifically, the users are treated as nodes, and the
weighted edges in graphs are used to measure the
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relationships between users. As a result, we can obtain the
affinity (similarity) information among nodes. In clustering,
similar nodes will share similar labels. Such structure is con-
sistent to the social influence theory, which indicates that
users from the same group are more likely to have similar
topics [4]. Let X = {x1,... ,XH}T € R™ be the content data
of users. In spectral analysis, the similarity matrix S € R"*"
can be computed via a Gaussian similarity function:

X;—X; 2 .
S(i, ) = CXp(—H’O—QJH),lf x; € Ni(x;) and x; € Nj(x;)
0, otherwise ,

ey

where N(x;) denotes the set of k-nearest neighbors of x,
and o is a scale parameter.

In most of the previous studies, the graph is often con-
structed using all features on content data, and will not be
updated or improved after its construction. Unfortunately, in
social network, the content data often contain a large number
of unhelpful features. The complex activities of a large num-
ber of users may generate a large number of noisy, sparse,
and redundant features (e.g., irrelevant tags for photos). As a
result, graphs constructed based on all the features may cause
significant bias on the true relationships of users. More criti-
cally, when the number of features becomes huge, the euclid-
ean distance d(x;,x;) = ||x; — x;||* becomes meaningless. In
this case, all the rest points tend to be the nearest neighbors of
one point, which results in the “curse-of-dimensionality”
issue [5]. To alleviate this issue, many previous methods
resort to feature selection before clustering [6], [7], [8], [9],
[10], [11]. However, in these methods, the feature selection
step is independent to the graph construction step, which
may neglect important information about the true structure.
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Besides the content information, social network data also
have link information (such as the “follows” or friend-
connections). As mentioned in [4], linked users in a social
network are more likely to have similar topics. Therefore, it
is intuitively beneficial for community discovery. However,
the link data is often incomplete or inaccurate. Given an
unimaginably large number of users in a social network, one
human user has no time to browse all the other users” web-
site in the social network to determine their relationships
precisely. Even worse, the link data may not always indicate
the identifications of the community of persons. For exam-
ple, a machine learning researcher may follow the blog of a
physician, but they belong to different communities.

In this paper, we propose to use both the link data and the
content data to construct the graph for social network data
clustering. In the proposed method, we distill the graph iter-
atively. In each iteration, we identify the most representative
features and update the graph in an alternating manner.
First, we update the graph by using only the selected fea-
tures. Then, given a constructed graph, we further seek the
most representative features subset w.r.t. the graph. The
finally obtained graph, referred to as distilled graph, is then
used in spectral clustering. We denote the proposed algo-
rithm as Distilled Graph Clustering (DGC).

In summary, we make the following contributions.

e We propose an iterative scheme to learn distilled
graphs for large-scale social network data by exploit-
ing both link information and content information. In
our algorithm, distilled graph discovery and feature
selection are conducted simultaneously. The pro-
posed method can be further extended to learn
graphs for semi-supervised and supervised learning
settings.

e Given a fixed graph, we propose a novel algorithm
to find the most representative feature subset. Inst-
ead of solving the problem with ¢; ;-norm regulariza-
tion, the proposed method addresses transfer the
problem to a convex optimization problem with gua-
ranteed performance and provides excellent conve-
nience to control the number of selected features.

e Our algorithm is scalable for real-world large-scale
social networks. We validate the proposed algorithm
by comparing with other state-of-the-art algorithms
on real-world data. Our method demonstrates com-
petitive or better performances in the experiments
and demonstrates outstanding efficiency, especially
when the number of both links and/or features
increasing.

2 RELATED WORK

In this section, we review some of the most related works in
the social network analysis, including feature selection and
spectral analysis methods.

Feature selection technique has been widely used in
social network analysis [12], [13]. In supervised feature
selection, Tang et al. [1] extract different social relations
to enhance the feature selection on link data. In semi-
supervised feature selection [9], [10], there is a co-clustering
framework presented to discover the communities of users
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in [9]. In unsupervised feature selection, there are methods
directly utilizing content data for feature selection [6], [7],
[11], and methods utilizing link data to enhance the feature
selection performance [6], [8]. For instance, in [6], it introdu-
ces a social dimension structure learning method on link
data to boost feature selection.

Spectral analysis algorithms aim to discover the local geo-
metric structure of data via graph embedding [14], [15], [16],
[17], [18]. In spectral analysis, similarity graph is constructed
to capture the geometric relationship among instances. In the
graph, instances within the same clusters are linked by edges
with high similarity weights. The edges between instances
from different clusters are assigned low similarity weights.
Specifically, in spectral analysis for social network data clus-
tering, different approaches have been applied for building
the similarity graph. In several works, such as in [19], simi-
larity graph is constructed with only content data. However,
the content data may contain redundant and noisy features
[8], leading to the unreliable and contaminated similarity
measures. In other works [20], [21], [22], [23], the graph is
constructed with only link data. In these works, link data is
used to construct a pre-calculated graph for clustering. As a
result, such methods are highly depend on the link informa-
tion between every instances, which makes them not suitable
for the real-world social network, where link information is
not complete.

Spectral analysis has also be embedded with feature
selection algorithms [24], [25], [26]. To preserve the data
structure, some approaches [18], [27] proposed to learn the
graph embedding along with feature selection. The algo-
rithm in [28] performs subspace learning and feature selec-
tion jointly. In [29], with the pre-calculated similarity graph,
discriminative features can be selected to preserve the local
structure in low dimensional space. Method presented in
[30] utilizes the content data via a linear regression formula-
tion and adopts the link data through a spectral graph regu-
larization term. Overall, all of these works treat the spectral
graph construction and feature selection as two isolated
steps. It will cause inaccurate results when link data and
content data becomes more complex in large-scale scenario.

3 SPECTRAL ANALYSIS FOR SOCIAL
NETWORK DATA

Notation. Let the superscript | denote the transpose of a vec-
tor/matrix, superscript ! denote the pseudo inverse of a
matrix, 0 be a vector/matrix with all zeros, I be an identity
matrix, diag(v) be a diagonal matrix with diagonal elements
equal to v, (A, B) = tr(AB") be the inner product of A and
B, and [[v||, be the ¢,-norm of a vector v. The Frobenius
norm of X is defined as || A/, = \/(A, A). For a sparse vector
x, let support(x) = {i|z; # 0} € {1, ..., m} be its support. Let
A © B represent the element-wise product of two matrices
A and B. Lastly, for any convex function (}(A), let 3Q(A)
denote its subdifferential at A. We define G = {X, A} as a
weighted graph with a vertex set X’ and an affinity matrix
A € R™" constructed on X. The (unnormalized) Laplacian
matrix associated with G is defined as

LA:DA7A7
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where D, is a diagonal matrix with Dy (i,i) = >_; A(i, j).
To avoid the scale issue, in this paper, hereafter we use the
normalized graph Laplacian matrix:

Ly := D, ’LyD,"*. (2)

Let X = {xy,-- 7xn}T € R™? be the content data set with d
features and n instances. In this work, we assume X is cen-
tered observation, i.e., F(X") = 0. In the social network sce-
nario, each instance of X corresponds to a user. In this paper,
the data are assumed in high dimensions, i.e., d is very large.

3.1 Affinity Information for Social Network Data

For social network data, beside the content information data
X, we may have additional link information. For example,
we may have an additional link data matrix R € R"*" indi-
cating the link states among users, where R (¢, j) = 1 if u; and
u;j are linked; otherwise 0. In this work, we focus on symmet-
rical relationships between users. We assume the relations
between the users are symmetrical, i.e., R = R'. By default,
we assume R = 0 if no link information is provided. Let Lg
and Ly be the Laplacian matrices built on S and R using
Eq. (2). Considering both similarities based on content infor-
mation R and link information S, we simply construct the
final Laplacian matrix as a liner combination of Lg and Lg:

L =Ls + oLg, 3)

where « is a positive leverage parameter. The magnitudes of
Ls and Ly are naturally comparable because they both
describe the relations of the same user community.

3.2 Spectral Clustering

Once obtaining L, we can apply the spectral clustering
algorithm to partition the instances into c clusters. Let Y =
{yi,--- ,yn}T € R™*¢ be the cluster indicator vector of the c
classes {1,...,c} for n instances, where Y (4,5) =1 if x; is
labeled as the jth cluster; otherwise 0. Note that, Y is a matrix
with discrete values, which makes the optimization problem
NP-hard [31]. We relax the indicator matrix by a scaled cluster
indicator matrix F = Y(Y"Y) 2 to allow its entries to take on
any real values. It is easy to verify that F'F = I. Accordingly,
the standard spectral clustering problem can be addressed by
solving the following minimization problem:

rnFintr(FTLF)7 st. FIF=1 4)

In problem Eq. (4), the optimal indicator matrix F' is obtained
to assign similar values to the instances that are close to each
other on the graph represented by L. This problem can be
addressed by eigen-decomposition of L [14].

Algorithm 1. Spectral Clustering for Social Network Data

Input: Content matrix X € R, link matrix R € R™", and
leverage parameter .

1: Compute the normalized matrix L according to Eq. (3).

2: Compute the first ¢ eigenvectors (denoted by U € R"*) of L.

3: Let u; € R be the vector corresponding to the ith row of U.
Cluster the points {u;};_, into clusters {1,...,c} via the
k-means algorithm.
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4 LEARNING DISTILLED GRAPH FOR SPECTRAL
ANALYSIS

Previous works and the model in Eq. (4) calculating the the
similarities using only the content information from scratch,
in which the graph is usually constructed using all features.
Once the graph is constructed, it will not be changed or
improved. Unfortunately, in practice, the content informa-
tion often contains many noisy, sparse, and redundant fea-
tures. Using all the features may cause significant bias of the
true linkages of users. To avoid these issues, we have to find
a distilled graph that is constructed using only the true repre-
sentative features.

4.1 General Method

Suppose we know the true representative features and
index them by a 0-1 vector 7 € {0,1}". Here, 7; = 1 means
the jth feature is a true feature; while 7; = 0 means the jth
feature is a redundant/noisy feature. Then the ideal similar-
ity matrix (or graph) can be constructed by

— 2
_ eoti—x))|

exp( g ), if tOx; € Nip(tOx;)

and T O x; € N (t ©x;)
0, otherwise,

ST(Z7J) =

(5)

and the ideal Laplacian matrix L(z) can be computed by
L(r) = Lg, + oLg. (6)

As shown in Eq. (6), once t is known, the graph is fixed. In
practice, the ground truth of t is unknown. Suppose the
number of true representative features satisfies ||z||, < %,
where £ is some number representing the knowledge of the
number of true features. An intuitive way to learn 7 is to
address the following optimization problem:

min tr(FTL(7)F), st. FTF=1, [|t]|, < k. @

However, the above problem is non-convex and NP-hard,
since there are exponential number of elements in 7, and the
values of the elements in b ftau are discrete. In Eq. (7), r can
also been seen as an indicator for selecting useful features.
Meanwhile, given a fixed t, it is possible to find the most
representative graph w.r.t. L(z). Therefore, We propose to
solve the problem by alternately applying graph construc-
tion and feature selection.

Overall, starting from a reasonable initial guess of t, the
proposed algorithm gradually optimizes the graph distilla-
tion and the feature selection task in an alternating manner to
obtain a distilled graph. Let T be the index sets of the features
selected on graph with parameter t, i.e.,, T = support(z) or
vice-versa. In each iteration, the algorithm first seeks the
most representative features w.r.t. L(r) and records them
into a feature index set S. Second, the algorithm updates the
feature set T by adding the new features S as T:=TUS.
Third, the algorithm updates 7 and L(z) with the updated
feature set Y. The whole procedure of the proposed algo-
rithm is summarized in Algorithm 2.

Algorithm 2 is very similar to the EM algorithm. First, the
initialization of t is very important. Without loss of generality,
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we can initialize T = 0 and T = {) since no feature is selected
at the beginning. The graph is initialized as a fully-connected
graph with S; (7, j) = 1. This initialization is reasonable since
it is very related to the principle component analysis when
R = 0. Second, it is easy to obtain the combined Laplacian
matrix via Eq. (6). Note that, if R # 0, we may start by
assuming S;(¢,j) =0 and Lg, = 0. In this case, we have
L(zr) = R. The leverage parameter « can be optimized by
grid research. Third, the remaining issue is how to find the
most representative features w.r.t. a given L(7). In this stage,
we aim to find the most representative features based on the
graph. We transfer the spectral clustering task to a regular-
ized least square problem. Then, we propose to solve the
problem through a relaxed convex optimization method
with a worst-case analysis strategy to gradually select the
most representative features [32], [33], [34]. Here, the number
of features k is introduced in the algorithm. In practice, the
number of true features is unknown; thus k is unknown. We
further relax the sparsity constraint ||z||, <k as ||p||, <
0 < k, where p is a small integer which reflects a rough
knowledge of k. In practice, ¢ can be very small (e.g., o = 1).
Due to the optimization scheme, we do not have to estimate
k but approach it iteratively. We will discuss the details of
our algorithm in the following sections.

Algorithm 2. Learning Distilled Graph for Spectral
Clustering

Input: Content matrix X € R, link matrix R € R"*", k and
leverage parameter .

: Initialize T = 0 and selected feature subset T = ().

: Compute L(t) according to Eq. (6).

: Find the most representative features S given L(7).

: Update T := T U S, and update 7 and L(t) accordingly.

: Repeat Step 2-4 until k features are selected.

Qs W IN =

4.2 Finding the Most Representative Features
w.r.t.L(7)

To find the most the representative features w.r.t. L(t), we

need some transformations. First, we assume that there is a

feature mapping matrix W € R that maps X to the

pseudo-label F, i.e., F = XW. Then, problem Eq. (4) can be

rewritten as the following problem

min tr(WIXTL(2)XW), st. WIX'XW =1. 8

Suppose W™ is an optimal solution to the above problem. In
general, W* is not sparse. However, a feature item with
larger ||[W7,||, is more important, where W7, denotes the ith
row of W. Problem Eq. (8) can be addressed via generalized
eigenvalue decomposition [35], which, however, can be very
expensive for large-scale and high dimensional problems. To
reduce the computational burden for large-scale problems,
Sun et al. [35] show that W™ in fact can be obtamed by solv-
ing a least square regression problem minw 1 [|XW — T,
where T is the regression target that can be computed by
Algorithm 3 (See more details in [35]).

In practice, to avoid the possible over-fitting and i 1mprove
the robustness to noise, we introduce a regularizer AWI%
and obtain the following optimization problem

IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 32, NO. 7, JULY 2020

!
min [ XW = T||j + AW, Q)

where A > 0 is a regularization parameter. However, the
regularizer \|W||% in Eq. (9) does not encourage sparse
solution. To induce sparsity to W and identify the most rep-
resentatlve features, we introduce a binary indicator vector
p €0, 1} whose entries are 1 for the selected feature and 0
otherwise. Let

M={p:pe{0,1}" pl, <o < k}

be the domain of p, where integer ¢ < d represents the least
number of features to be selected. Finally, we formulate our
objective function for learning the most representative fea-
tures as follows

min min - |E||7 +2 [W|% s.t. E =T — Xdiag(p)W

pcll W 2 T P S Rl

(10)

where diag(p) is a diagonal matrix whose diagonal is p and E
is an auxiliary variable E = T — Xdiag(p)W. In Eq. (10),

there are 3¢ | (¥) feasible p's in I1 (e.g., [II] = 32, (%)), and
the feature selection task can be cast as finding the best p
from I and solving the inner minimization problem w.r.t. W.

Algorithm 3. Computation of Regression Target T

Input: Symmetric positive and semi-definite matrix L(7).

1: Decompose L(t) = HH', where H € R"*".

2: Do QR-decomposition HP = QR with a permutation
matrix P.

3: Do singular value decomposition R = URERV};.

4: Compute T = QUr.

Output: Regression target T.

Problem Eq. (10) is non-convex, and NP-hard to solve.
However, following [36], [37], we can make a convex relaxa-
tion, and transform it into the following convex quadrati-
cally constrained linear programming (QCLP) problem.

4.3 Relaxation of the Inner Problem (10)
For any fixed p € II, the inner problem of Eq. (10) can be
represented as

1 A .
n SIEIE+S[WIE st E=T - Xdiag(o)W,

1n
which can be solved in its dual form. By introducing the dual
variable A € R™*", we can obtain the Lagrangian function as

1
LW B,A) = LB} +
— (A, E—-T+ Xdiag(p)W ).

A 2
2 Wi (12)

By setting the derivatives of L(W,E, A) w.r.t. W and E to 0
respectively, we get
1
W = Xdiag(p)xTA, and E = A. (13)

Substituting Eq. (13) into Eq. (12), we obtain the dual form of
Eq.(11) as
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max
ACRXT

_ %tr (AT ( Xdiag(p)XT + 1) A) +tr(ATT).

For convenience, we define

(A, p) = %tr <AT G Xding(p)XT + I) A) — tr(ATT),

which is a convex function. Following this, problem Eq. (10)
can be equivalently reformulated as

min max —f(A, p). (14)

pell AcRM*"

Problem Eq. (14) is still a non-convex problem since it is a
mixed integer programming problem. According to mini-
max inequality (5.46) in [38], we have:

min max —f(A, p) > max mln f(A, p). (15)

pell AcR*7 AER™T p

Accordingly, problem maxpecpnmingenr — f(A, p) is a con-
vex lower bound of problem Eq. (14).

Recall that each p € IT defines a quadratic constraint w.r.t.
A. Thus problem Eq. (15) has exponentially many constraints
asthereare [II| = 3¢ | (%), making it hard to address directly.

4.4 General Optimization for Problem (15)

Although there are exponentially many constraints in Eq. (15),
only a few of them are active at the optimal solution, due to
an assumption that the number of relevant features
w.r.t T are small. Motivated by this observation and the cut-
ting-plane method for handling problems with many con-
straints [32], [33], [39], we propose Algorithm 4 for problem
Eq. (15).

Algorithm 4. Learning the Most Representative Features

Input: Input data X € R and L(x).

1: Compute regressmn target T according to Algorithm 3.

2: Initialize I1° = §, A" = T, iteration index t = 1.

3: Worst-case analysis: find the most violated p' by solving
Eq. (16).

4: SetII' =TI U {p'}.

5: Update A’ by solving the subproblem in Eq. (17) w.r.t. IT".

6: Lett =t + 1. Repeat Step 3-5 until the stopping conditions
are achieved.

Output: A set S indexing the selected features indicated by II

and recovered W (from solving the subproblem).

In Algorithm 4, we iteratively find the most-violated con-
straint and add to an active set, and then solve a subprob-
lem associated with the active constraints. At the tth
iteration, we find the most-violated constraint through the
worst-case analysis in Step 2. Let A = X'A""! € R*" where
A" =T — Xdiag(p'")W'™!, and define s; = Y} (A; ;)"
The worst-case analysis can be achieved by solving the fol-
lowing optimization problem:

= A p) = 0;- 16
pl=argmax f(A™, p) = argmax ;sm (16)

Problem Eq. (16) can be solved by first finding the o largest
si’s, and then setting the corresponding p; to 1 and the
rests to 0.
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After obtaining a new p, we will add it into the active set
II" = "' U {p'}, which is initialized as an empty set ), and
then solve for A’ by addressing a subproblem w.r.t. con-
straints defined by I1":
st. f(A,p) <6, Vpell, an

min 0,
AR PR

which can be efficiently solved in primal form.

4.5 Optimization for Subproblem (17)

Let H = |II'| be the number of active constraints at tth itera-
tion in Algorithm 4. Before achieving the stopping condi-
tions, we solve the subproblem Eq. (17) w.r.t. A under the H
constraints in IT". Although H is much smaller than [II| (i.e.,
the number of constrains) in problem Eq. (15), solving
Eq. (17) is computationally expensive when n is vary large.
Recall that after ¢ iterations, II' contains at most Hp features,
where Hp < n. Motivated by this observation, we propose
to solve Eq. (17) in the primal form w.r.t. W.

Note that instead of maintaining all elements in W explic-
itly, we only need to handle the elements in W regarding the
elements regarding the features recorded in II'. For each
o, € II', where h € [H], we let X" € R"™¢ be the data set
regarding features indicated by p;, Qh € R2*" >denote the
weight matrix w.r.t. X", and Q = [Q]]T W—, € Re*" be a staked
suppermatrix of all ;’s. Then we have the following
proposition.

Proposition 1. For any t > 0, the subproblem Eq. (17) can be
equivalently addressed by solving its primal form:

A& Q i 1E2
min 2 ;H ll g +§|| 7

where E =T — Zf:] X"QV, denotes the regression residual.
Moreover, the dual variable A in Eq. (17) can be recovered by
A = E for the the worst-case analysis.

Proof. Let g(Q) =2(>", | )°. Define a convex cone
0, = {(©,v) € (R, R) | |0 < v}. Let 2, — | and
2=t 2, we have g(Q) = 422, where z, > 0 and 2 > 0.
Problem Eq. (17) can be reformulated as

(18)

)‘2 1 2
min 22+ |B
min 3242 B[}

2

st. E=T — ZX Q}Z,Zzh <z (Qpn,z) € Qp,Vh.

h= h=1

(19)
Following [30], we obtain the dual problem:
1
ATT tr(ATA) — —a? 2
max tr(A'T) — 2 tr( ) Y (20)
IX"TA||p <a, h=1,..., H. (21)
Letd = —tr(ATT) +1tr(ATA) + L a?and f(A, p,) = & [|X"T

Al +5tr(ATA) — tr(ATT). Problem Eq. (20) becomes
MMAaXAcR"*" geR — 9, s.t. f(A, ph) < 9, h= 17 ...,]3—7 which is
equivalent to problem Eq. (17). This completes the proof. O
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In Eq. (18), the regularization term %(Zthl Q0] )* is
non-smooth. We propose to solve it via an Accelerated Proxi-
mal Gradient (APG) method [40]. For convenience, we define
9(Q) =3 (i 1llp)°, p(Q) =3I T - 3531, X y)f7 and
#(Q) = g(Q) + p(Q). Given a point V € R¢*" the APG
method iteratively minimizes a quadratic approximation to
9(Q) + p(Q) w.r.t. Q as following problem: ¢(), V) = g(Q)) +
p(V) + (Vp(V), (2 = V)) + 5|2 = V|7 + p(2) = 5|2 — G- +
9(Q) + (V)= L [ Vp(V)|3, where Vp(V) denote the gradi-
ent of p(-) at point V, 7 > 0 denotes a guess of Lipschitz con-
stant of p(-), and G = V —1Vp(V) = [G]]}T, where G, is
the corresponding component to );,. To minimize ¢(£2, V) w.
r.t. Q), the problem reduces to the following Moreau projec-
tion problem [41]: ming || — GH2F + ¢g(Q)). Martins has
shown that this problem has an unique closed-form solution,
which is summarized in Proposition 2. The optimal solution
can be obtained via Algorithm 5.

Proposition 2. Let S(G, V) be the optimal solution to Moreau
projection problem at 'V, then S.(G, V) is unique and can be
calculated as follows:

%G, ifo
fealy Ghe 4 on >0,

[S:(G, V)], = { (22)

0, otherwise,

where [S:(G, V)], € RT*" denote the corresponding compo-
nent w.r.t. G, and o € R be an intermediate variable. Let
o= [HGhHF]f:1 € RY, the intermediate vector o can be
obtained via a soft-threshold operator oy, = [soft(0,0)], =

6-0,if0 = % Here the threshold o is calculated in Step
0, otherwise,

4 of Algorithm 5.

Algorithm 5. Moreau Projection for S;(G, V)

Input: Matrix G and parameter s = 1/t > 0.

1: Calculate 0j, = |Gy || forall h € [H].

2: Sort o into 6 such that o, > ... > 0y,

3: Find p = max{h|o, — 5= Y1y 6i, h € [H]}.

4: Calculate the threshold value o = - b b
5: Compute o = soft(o,0).

Output: S;(G, V) via Eq. (22).

With the Moreau Projection in Algorithm 5, we present
the APG method for problem Eq. (18) in Algorithm 6. In
Algorithm 6 L, is the Lipschitz constant w.r.t. p(-) in the tth
iteration in Algorithm 4, which is adjusted by the line search.
When a new set of features is added into the subproblem
optimization in Algorithm 4, we can use the optimal solution
of the last subproblem (£),_;) as an initial guess to the corre-
sponding components of the next subproblem.

4.6 Stopping Conditions of Algorithm 4

The stopping condition of Algorithm 4 is critical in our
method. Since the intermediate graph is often not very accu-
rate and the content data are often noisy, the target matrix T
is not very accurate. Therefore, we should not solve the prob-
lem Eq. (15) very exactly; otherwise, the over-fitting problem
will happen. To avoid this, we can stop the algorithm early
with a relatively loose stopping condition:
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+1 ‘
‘97;9' <e, (23)
|06”]

where ¢ is set to 0.1 in practice. Note that one may use the
45 1-norm regularization to encourage sparsity, in which one
can only choose a large regularization parameter to choose
fewer features. However, if the regularization parameter is
too large, bias issue would happen, which indicates the
superiority of the proposed method.

Algorithm 6. APG for Solving Problem (18)

Input: .

1: Initialization: Initialize the Lipschitz constant L; = L;_;, set
Q' =v!= [QtT,OT}T by warm start, o= L; ne(0,1),
parameter ¢' = 1l and k = 1.

2: Sett = nty_1.

Forj=0,1,...
Set G = V¥ —1Vp(V"), and compute S;(G, V*).
If p(S: (G, V¥)) < ¢(S.(G, VF), VF), Set 7;, = , stop;
Else t = min{n~'r, L;}
End
End

3: Set OF = S, (G, Vk) and L;, = ;.. Go to Step 7 if the stopping

condition achieves.

: Set k= 144/ 144(c)?

: e

. Set Vk+1 _ Qk + i_i;ll (Qk _ Qk‘—l).

Letk =k + 1 and go to Step 1.

: Return and output ), = OF and L, = nty.

NS G o

4.7 Computational Complexity
In Algorithm 1, let the input data be X € R"% where n is
the number of instances and d is the dimensionality of data.
Overall, without the pursuit of distilled graph, the complex-
ity of Algorithm 1 is dominated by the cost of building the
Laplacian matrix in step 1, which is O(n?d) [42].

Next, we analyze the complexity of our Algorithm 2.

e Instep 3, we apply Algorithm 4 to find the most repre-
sentative features. Let the matrix L(7) be with s signif-
icant singular values, where s < n. The complexities
of key operations in Algorithm 4 are as follows: 1) We
apply Algorithm 3 to pursuit the regression target T.
In this subproblem, the complexities of decomposing
L(r) = HH” and QR-decomposition HP = QR are
both O(ns?). The complexity of SVD of R € R¥* is
O(s*). 2) The complexity of worst-case analysis is
O(nds + ds + mlog d). 3) We invite APG algorithm in
Algorithm 6 to solve the subproblem in Eq. (17). The
complexity of a standard APG algorithm is O(1/,/1)
[40], with an n-optimal solution.

e Instep 4, the complexity of computation of Laplacian
matrix L(t) is O(n?p'), where o' is the number of
selected features in the tth iteration.

Overall, the complexity of Algorithm 2 is O(3." (n?p’ +
nds)), where T is the total iteration times. In social network
analysis, on a high-dimensional data, we can evaluate p' < d.
Moreover, in both synthetic and real-world data experiments,
the algorithm is stopped very early in ten iterations, which

Authorized licensed use limited to: SOUTH CHINA UNIVERSITY OF TECHNOLOGY. Downloaded on July 04,2020 at 09:57:16 UTC from IEEE Xplore. Restrictions apply.



LIU ET AL.: LEARNING DISTILLED GRAPH FOR LARGE-SCALE SOCIAL NETWORK DATA CLUSTERING

(a) f1 wort. 2

(b) f3 w.rt. f4

Fig. 1. lllustration of synthetic samples (solid points) with positive links
(solid lines) on different views of features.

implies 7" is small. Such that, Algorithm 2 is highly efficient
compared with the conventional spectral analysis algorithms.

5 EXPERIMENTS

5.1 Datasets
We evaluate the performance of various methods on both
synthetic dataset and a collection of real-world datasets.

Synthetic Dataset. The synthetic dataset is a binary cluster-
ing dataset with three informative features f;, f» and fj3,
namely X. Inspired by [36], we draw the features as the fol-
lowing. As shown in Fig. 1, we draw the first two features f;
and f; as composite features from a uniform distributed 2-
circle dataset. We construct f3 as the most informative single
feature [43]. Feature f, and other features are noisy features
drawn from a uniformly distribution. Ideally, a good feature
selection algorithm should successfully identify the features
f, and f as a group, which is referred to as ideal features [36].

If the algorithm is forced to select only one feature, feature
f3 should be selected. Clearly, if only considering one-feature
spaces, neither f;-space nor f;-space is helpful for the clus-
tering. However, if we can select more than one feature, the
feature group of f; and f5 is the best choice. As shown in
Fig. 1b, clusters have a number of overlapped instances on
the dimension of f3. As shown in Fig. 1a, clusters can be dis-
tinctly separated on the joint space of 1 and f.

In our experiment, we additionally simulate a link matrix
R as input data. Some sample pairs are selected as the
linked samples within each cluster with the corresponding
similarity assigned to 1 in R. They are referred to as positive
links, which reflect the correct geometric structures of the
clusters (solid lines in Fig. 1. We also draw some sample
pairs with samples from different clusters as linked, which
are referred to as noise links.

BlogCatalog": BlogCatalog is a social website of blogs.
Each user of BlogCatalog is considered as a sample and tags
added to blogs is considered as features. Link information
is provided by “follows” relations between users. A
user can also register under predefined categories, which
are used as ground truth.

Flickr *: Flickr is a website for people to share their images.
Similar as BlogCatalog, users are considered as samples, tags
generated by users to their photos are used as features,
“follows” relations are used as link information, pre-specified
categories for photo collation are used as ground truth. The
details of the real-world datasets are shown in Table 1.

1. https://www.blocatalog.com/
2. https:/ /www. flickr.com/
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TABLE 1
Information of the Real-World Datasets
BlogCatalog Flickr
# of Users 5,196 7,575
# of Features 8,189 12,047
# of Links 171,743 239,738
# of Ave Degree 66.11 63.30
# of Classes 6 9

5.2 General Experimental Settings
Two common evaluation metrics for clustering are used in
our experiments, i.e., accuracy (ACC) and normalized mutual
information (NMI) [8], [15], [44]. For both of the two meas-
urements, the higher values indicate better performance.
NMI Let C denote the clustering labels from ground truth,
and C’ denote the predicted labels. The mutual information
between Cand C'is MI(C,C) = Y, .c.vcc (¢, c’j)log%,
where p(c;) and p(c)) are the probabilitieJS of instances in clus-
ter ¢; and ¢, respectively, and p(c;, ;) denotes the probability
of instances in cluster ¢; and c’/ at the same time. The normal-
ized mutual information is thus defined as:

MI(C,C)

max(H(C), H(C))’ @)

NMI(C,C') =

where H(C) and H(C') represent the entropies of cluster-
ings indicated by label C and C'.

ACC Let p; and g; be the clustering label from the pre-
dicted result and ground truth for instance x; respectively.
The accuracy is thus defined as:

1 n
ACC = n ; 8(qi, map(pi)), (25)

where n is the total number of instance and §(-) denotes an
indicator function such that §(x,y) =1 if x =y while §(z,
y) = 0 otherwise. map(p) is a permute function that maps the
predicted cluster label to match the ground truth label as
much as possible.

Sparsity To study the sparsity property, we defined a spar-
sity ratio as p(w) =1 — %L(W) where card(w) is the number
of non zeros of w. For methods without a sparsity regulari-
zation we present an alternate definition as card(w) = count
(Jw;|/max;(Jw,]) > 1071), i.e., the number of weights with
large relative magnitude [45].

Parameters In the experiments, we tune our k in a set
{5,10, 15} and determine the regularization parameters and
the leverage parameters in a set {1073,1072,1071,0,10%,
10%,10%} and report the best result.

5.3 Baseline Algorithms

Four state-of-the-art unsupervised feature selection algo-
rithms are compared with ours as baseline algorithms.
Specifically, we compare with a feature selection algorithm
utilizing both link and content data, NetFS [8], which shows
state-of-the-art performance in social network analysis.
Moreover, three classical feature selection methods, i.e.,
LapScore [46] and SPEC [24] and NDFS [26], are also com-
pared as baselines, which perform feature selection using the
content data only. In the experiments, we refer our algorithm
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Fig. 2. Distilled graph learning. Evolution of the similarity matrix w.r.t. iterations. In the initialization step, R is very sparse, which implies that we are
only given limited link information of the data. After the 4th update of L, the similarity matrix becomes denser. After that, more noisy links are identi-

fied in iteration 10.

as DGC. For the compared algorithms, we first apply each
algorithm to select features and then perform clustering on
the datums with the selected features. We report the average
result of 20 independent experiments.

5.4 Experiments on Synthetic Dataset

We first test our algorithm on the synthetic dataset. First, we
test the performance of distilled graph learning especially for
our algorithm and evaluate the performances using the num-
ber of nonzero items in the similarity matrix. Additionally, in
order to test the scalability of our algorithms, we increase the
number of links and the number of features in the experi-
ments and report the ACC, computation time and sparsity.

Distilled Graph Learning. We run our algorithm with ten
iterations despite the stop condition reached at iteration 4.
The test data is produced with 1,000 instances, 2,000 fea-
tures and 10 percent positive links. For the convenience of
visualization, we reorder the samples by their clusters. The
sparse representation of 2,000 x 2,000 similarity matrix is
illustrated in Fig. 2. Each point in the figure is the similarity
evaluated between samples. As we can observe in Fig. 2a, in
initialization step, R is very sparse. This indicates that we
are only given limited link information of data. After the
4th update of L, the similarity matrix becomes denser. After
that, more noisy links are identified in iteration 10.

Influence of the Number of Noisy Features. We fix the number
of instances to 1000, with 10 percent positive links and
10 percent noise links. As shown in Fig. 3a, clustering accura-
cies of all algorithms except ours witness a dramatically fall-
ing to around 50 percent when the number of noise feature
increases to 1,000 and more. Our algorithm is the only one
stays at 85 percent until it falls after giving 10,000 noise fea-
ture. Moreover, Fig. 3b shows that the computation time of

100, 4000

-e-DGC
LapScore

90 ~7-NDFS
—>—NetFS

~A-SPEC

(s
@
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8
8

80
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>
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&

A 0
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)

15000

50
01000 5000 10000
# Noise features

(a) Acc. w.r.t.# Noise feat.

Fig. 3. Effect of # Noise Features (abbr. Noise Feat.) The result of our
algorithm is reported as solid red lines.

our algorithm is not sensitive to the number of features, even
with a large amount of 15,000. However, NDFS and NetFS
consume much time when there are more then 5,000 noisy
features.

Influence of the Number of Positive Links. Among all meth-
ods, only NetFS and the proposed DGC utilize both link
and content data. The testing data contains 1,000 instances
with 2,000 features. The number of positive links increase
from 200 to 150,000. As shown in Fig. 4a, the performances
of both NetFS and DGC are getting better as long as the
number of the positive link increase. Our algorithm can get
more benefits from the positive link information, which
obtains a significant increase of the accuracy when there are
more than 3,000 positive links. It implies that the propose
method can use the link information better. As shown in 4b,
the computation time of our algorithm is not sensitive to the
number of links, while NetFS witnesses a growth of compu-
tation time after 50,000.

Sparsity. As shown in Fig. 5, for sparsity study, our algo-
rithm performs the highest sparsity ratios in all the experi-
ments around 98 percent. By introducing an ¢, ;-norm as
regularization term, NDFS algorithm also achieves a sparsity
ratio around only 80 percent. NetFS witness a gradually
increasing of sparsity while the number of noise feature
growth. However, it is not sensitive to the number of positive
links, as positive links are only used to construct pre-calcu-
lated latent low-dimension space for feature selection.

5.5 Experiments on Real-World Datasets

We test our algorithm on two real-world datasets BlogCata-
log and Flickr. First, we vary the number of selected featu-
res and investigate the performances of all compared

90 50

I
S

80 O
— -©-DGC Q
5 LapScore £
= -9~ NDFS =30
o o
70 —D- NetFs S
£ —A-SPEC IS
Q > 20
o Q
< £ -6-DGC
60 3 LapScore
10 -7~ NDFS
—>- NetFS
. ! —A-SPEC
504 ok X e X
0 5 10 15 0 5 10 15
# Positive links 104 # Positive links «104

(a) Acc. w.r.t. # Positive Lnk. (b) Time(s) w.r.t. # Positive Lnk.

Fig. 4. Effect of # Positive Links (abbr. Positive Lnk.) Our algorithm is
shown in red solid lines.
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TABLE 2
Clustering Performance in ACC w.r.t. Number of Features on BlogCatalog

ACC (%)
# Features 200 400 600 800 1000 1200 1400 1600 1800 2000
LapScore 26.75 28.88 27.85 24.52 3291 29.66 28.98 28.84 27.27 27.31
SPEC 18.02 18.44 19.04 19.55 20.31 22.80 24.02 22.32 21.11 20.03
NDFS 23.34 30.23 34.03 42.80 34.85 32.93 32.32 30.02 30.02 28.84
NetFS 45.61 47.74 51.13 52.82 48.84 48.15 52.59 52.07 49.73 50.42
DGC 43.19 49.92 51.54 51.98 52.44 53.98" 53.12 53.46 53.37 52.83

NMI

# Features 200 400 600 800 1000 1200 1400 1600 1800 2000
LapScore 0.080 0.064 0.021 0.032 0.081 0.061 0.061 0.051 0.064 0.061
SPEC 0.081 0.061 0.021 0.021 0.021 0.021 0.080 0.021 0.061 0.011
NDFS 0.132 0.150 0.172 0.133 0.132 0.121 0.131 0.152 0.122 0.151
NetFS 0.27 0.29 0.33 0.30 0.29 0.30 0.31 0.33 0.33 0.31
DGC 0.24 0.30 0.31 0.31 0.32 0.33 0.35" 0.34 0.34 0.34

TABLE 3

Clustering Performance w.r.t. Number of Features on Flickr

ACC(%)
# Features 200 400 600 800 1000 1200 1400 1600 1800 2000
LapScore 12.75 12.88 12.85 13.52 13.91 13.66 16.98 15.84 13.27 13.31
SPEC 11.02 12.44 11.04 13.55 14.31 14.80 14.02 15.32 14.11 13.03
NDFS 15.34 17.23 19.03 19.80 22.85 32.93 22.32 23.02 20.02 18.84
NetFS 23.89 27.47 30.41 35.28 38.97 43.70 4547 47.44 50.03 43.32
DGC 16.26 29.47 34.15 38.84 40.53 51.07" 48.22 49.97 43.65 42.95

NMI

# Features 200 400 600 800 1000 1200 1400 1600 1800 2000
LapScore 0.080 0.064 0.021 0.032 0.081 0.061 0.061 0.051 0.064 0.061
SPEC 0.081 0.061 0.021 0.021 0.021 0.021 0.080 0.021 0.061 0.011
NDFS 0.031 0.051 0.710 0.123 0.132 0.120 0.13 0.221 0.22 0.251
NetFS 0.105 0.143 0.164 0.207 0.249 0.282 0.308 0.330 0.355 0.346
DGC 0.249 0.270 0.316 0.319 0.327 0.343 0.340 0.342 0.344 0.388"

algorithms. We report the average performance of 20 inde-
pendent experiments in ACC and NMI. Second, for our
algorithm, we vary the parameter o w.r.t. the number of
selected features to study the influence of link information.
Notice in Eq. (3), the parameter « leverages the importance
of the link information matrix. At last, to investigate the
effect of regularization term, we vary the value of its lever-
age parameter \.

Influence of Number of Selected Features. In this experiment,
we investigate the performance with the different number of
selected features on two real-world datasets. We vary the
number of selected features for all the algorithms on two
datasets from {200,400,...,1800,2000}. The results are
shown in Tables 3 and 2. We have the following observations:

e In general, the performances of all algorithms reach
the peak when selecting around 1,200 features other
than maximum 2,000 features. This demonstrates the
importance of feature selection when doing spectral
clustering.

e Our algorithm outperforms all algorithms in most
cases on the clustering performance. In particular,
by using both content and link information, our

algorithm and NetFS show much better performance
than others. This indicates that the utilization of link
information improves the clustering performance on
social network data.

e  Our algorithm outperforms NetFS algorithm in over-
all performance (marked with the star in tables). The
possible reason is that NetFS selects feature based on
a low-dimensional latent space constructed by only
link information. Thus it will be affected by the noisy
links. On the contrary, our algorithm iteratively learns
a distilled graph with the most representative feature

© 100

80

~6-DGC
LapScore
-7~ NDFS
- NetFS
—A-SPEC

=)
S

@
S

-3

S
-3
S

Sparsity (%)
Sparsity (%)

IS

S
IS
S

~6-DGC
LapScore
~7-NDFS
—D—NetFS
-A-SPEC

N

S
n
S

: . ; 04 ! s ¢
0 5000 10000 15000 0 5 o 10 15
# Noise features # Positive links x10*

0

(a) Sparsity w.r.t. # Noise Feat. (b) Sparsity w.r.t. # Positive Lnk.

Fig. 5. Sparsity on synthetic data. Our algorithm is shown in red solid line.
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Fig. 6. Effect of « w.r.t. number of features.

subset, which is less sensitive to the link data and
more robust.

Influence of Link Information Matrix. We fix A to 1 and vary
o as {1073,1072,1071,0,10', 102, 103} with different number
of features from 200 to 2,000. As shown in Fig. 6, performan-
ces of our algorithm varies when the number of features
changed however is not sensitive to values of «. It implies
that our algorithm does not strongly rely on either content
or link data, which is robust.

Influence of the Regularization Term. To study how X affects
the clustering performance, we fix @ to 1 and vary A in
{1073,1072,1071,0,10',102,103} with number of features
varying from 200 to 2000. The results are shown in Fig. 7. As
shown in Fig. 7, X affects the performance of our algorithm
as long as number of feature changing. However, there is no
global optimal value for all the two data sets.

6 CONCLUSION AND EXTENSIONS

In this paper, we proposed a novel algorithm to learn the
distilled graph and select the best representative features
simultaneously for spectral clustering on social network
data. Specifically, we iteratively find the most representative
feature subset w.r.t. the graph and then update the graph by
using the selected features only. We compared our algo-
rithm with other state-of-the-art baselines on both synthetic
and real-world data sets, and the experimental results dem-
onstrated the superior effectiveness and efficiency com-
pared to the baselines. The proposed method can be further
extended to learn the graphs in semi-supervised learning
and supervised learning settings. The proposed algorithm
is focused on the scenario of social network data analysis,
which is a typical unsupervised learning setting. However,
the proposed method can be extended to graph-based semi-
supervised learning and supervised learning scenarios [10],
[35], [47]. For example, the proposed method can be applied
to the following settings.

min tr(WIXTL(2)XW), s.t. WIW =1, (26)
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Fig. 7. Effect of A w.r.t. number of features.

or

min tr(WIXTL(1)XW), s.t. W X'B(7)XW =1, (27)

where B(7) contains the supervised information under the
graph embedding framework [47]. Note that, for problem
Eq. (26), if the graph is a fully-connected graph (namely 7 =
0), it follows L(r)=I—+ee'. Then problem Eq. (26)
becomes the classical PCA problem [47].
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