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Online Transfer Learning with Multiple
Homogeneous or Heterogeneous Sources

Qingyao Wu, Hanrui Wu, Xiaoming Zhou, Mingkui Tan, Yonghui Xu, Yuguang Yan, and Tianyong Hao

Abstract—Transfer learning techniques have been broadly applied in applications where labeled data in a target domain are difficult to
obtain while a lot of labeled data are available in related source domains. In practice, there can be multiple source domains that are
related to the target domain, and how to combine them is still an open problem. In this paper, we seek to leverage labeled data from
multiple source domains to enhance classification performance in a target domain where the target data are received in an online
fashion. This problem is known as the online transfer learning problem. To achieve this, we propose novel online transfer learning
paradigms in which the source and target domains are leveraged adaptively. We consider two different problem settings:
homogeneous transfer learning and heterogeneous transfer learning. The proposed methods work in an online manner, where the
weights of the source domains are adjusted dynamically. We provide the mistake bounds of the proposed methods and perform
comprehensive experiments on real-world data sets to demonstrate the effectiveness of the proposed algorithms.

Index Terms—Online transfer learning, multiple source domains, heterogeneous transfer

1 INTRODUCTION

RANSEFER learning is an important research topic in data
mining and machine learning and has been extensively
studied for many years [1]. The main objective of transfer
learning is to make use of labeled data from one or multiple
source domains to enhance the learning performance on a
target domain in which labeled data for training are difficult
to collect. Leveraging knowledge from the labeled source
data can dramatically reduce expensive data-labeling efforts.
Most existing studies of transfer learning work on offline
batch learning settings [2], [3], in which all the training
instances of target domain are assumed to be given in
advance. This assumption, however, may not hold in many
real-world applications where collecting sufficient training
data at one time could be very expensive. Moreover, in some
situations, training instances could be received in a sequen-
tial manner. One of the simplest approaches to handling
online data sequence is to periodically conduct a batch learn-
ing algorithm when new data are received. However, this
learning paradigm may have a fairly intensive training cost
and thus is difficult to be applied in certain actual applica-
tions involving large-scale data. As a result, an online learn-
ing algorithm that can respond immediately is needed.
Recently, online transfer learning [4], [5], [6], [7], [8] has
attracted a lot of attention in the community of machine
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learning. In the online transfer learning problem, we aim
at performing an online learning task in a target domain
by leveraging knowledge from some offline source data.
An online learning algorithm [9], [10] sequentially updates
a classifier based on the feedbacks of a data sequence by
processing each instance upon its arrival. The classifier first
receives an instance at each round, makes a prediction and
obtains the ground-truth label. Then the classifier is
updated based on the loss information according to the
predicted result and the true label.

To enhance the performance of the target task, we lever-
age knowledge extracted from offline source data. Instead of
focusing solely on a single source domain, we investigate
online transfer learning with multiple source domains. We
consider two different situations: (i) homogeneous transfer
learning where the source and target data are in the same
feature space; (ii) heterogeneous transfer learning where
the source and target data are represented in different fea-
ture spaces.

Take an online news categorization application for exam-
ple. As shown in Fig. 1, to classify news of NBC, which is
regarded as a target domain, we can collect training data
from other media websites including BBC, CCTV, and CBS,
each of which is regarded as a source domain. Since all
the news from these four websites is written in English, this is
a homogeneous transfer learning task with three source
domains. However, the news from different websites may
be different in word preference and expression style. For
instance, the BBC news uses typical British English, while
NBC uses American English. Therefore, the data distribu-
tions of different websites differ from each other, and directly
training a classifier on all the source data without knowledge
transfer may not achieve satisfying performance. To address
this, a more refined transfer learning algorithm with multiple
source domains is needed.
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Fig. 1. A multi-source homogeneous transfer learning for news categori-
zation from CCTV, BBC, CBS to NBC.

For the heterogeneous setting [11], the source domain
data and target domain data are in different feature spaces.
A typical example is shown in Fig. 2. Assuming the feature
space of the target domain data is split into two sections, the
source domain and the target domain share homogeneous
features in the first section while the other section contains
heterogeneous features. That is, the feature space of the
source domain is a subset of the feature space of the target
domain. Such settings hold for a variety of real-world appli-
cations. An example of heterogeneous multi-source transfer
learning task is image classification in computer vision area
where the acquisition of the labeled images of target domain
is expensive. However, we can collect labeled images con-
taining a subset of features of the target image from several
source domains as the heterogeneous source data.

As shown in Fig. 2, the container (the image of 1st source
domain), the truck head (the image of 2nd source domain)
and the wheel (the image of 3rd source domain) are parts of
a truck (the target domain image). We design a heteroge-
neous online transfer learning algorithm with multiple
sources (HetOTLMS) in this setting. In this algorithm, every
new-coming instance of target domain is split into two
instances. The first one shares the same feature space with
the instance of the source domain; while the other is consid-
ered to train a new learner on the target domain. The similar
strategy is adopted to adjust weights of source domain and
target domain. Finally, the last classifier is also associated
with weighted source learners and target learners.

The major contributions of this paper are listed as
follows:

e we propose novel online transfer learning algorithms
with multiple source domains for both homogeneous
and heterogeneous transfer learning tasks;

e we analyze the theoretical properties of the proposed
algorithms;

e we validate the effectiveness of the proposed meth-
ods by conducting extensive experiments on real-
world data sets.

The rest of the paper is organized as follows. In Section 2,
we review related works. In Section 3, we provide the prob-
lem definition of online transfer learning with multiple
sources. In Sections 4 and 5, we present the proposed algo-
rithms for homogeneous and heterogeneous online transfer
learning tasks, respectively. Section 6 discusses the experi-
mental results and Section 7 concludes the work.
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Fig. 2. A heterogeneous multi-source transfer learning task for image
categorization from truck head, container, and wheel to truck.

2 RELATED WORK

Online learning has been extensively investigated in the last
decade. One of the most famous approaches is the Percep-
tron algorithm [12], which updates the classifier when an
incoming sample is misclassified. A number of works study
online learning based on the criterion of maximum-margin
[13], [14], [15], [16]. The Double Updating Online Learning
(DUOL) algorithm [17] updates both the weight of the cur-
rent instance and the weights of the instances that have
been received. Recently, confidence weighted online learn-
ing algorithms have been proposed to utilize the second-
order information to update the classifier [18], [19].

Transfer learning aims to make use of knowledge
extracted from one or multiple source domains to enhance
the performance of a learning task in a target domain [1],
[20]. The effectiveness of transfer learning has been demon-
strated in many real-world applications, e.g., text mining
[21], computer vision [22], recommendation systems [11],
etc. [23] proposes a framework for transfer learning based on
the structural risk minimization principle and the regulari-
zation theory. Different from [23], Domain Transfer Multiple
Kernel Learning (DTMKL) [24] attempts to utilize the kernel
method into minimizing the structural risk and the distribu-
tion mismatch between the source and target domains. Tran-
sitive Transfer Learning (TTL) [25] transfers knowledge via
intermediate domains with different transferring weights.

To leverage knowledge from multiple source domains,
researchers develop boosting-based algorithms to adjust
weights of different domains or instances [26], [27], [28], [29].
Among them, [26] performs boosting at the instance level
and the domain level to adjust the weights. Yao and Doretto
[27] introduces a two-phase training approach, which first
summarizes the knowledge from multiple source domains,
and then transfers knowledge into the target domain. By this
way, [27] achieves better performance on some benchmark
data sets. However, [27] considers the homogeneous situa-
tion only. Recently, [28] leverages different views from dif-
ferent source domains to assist the target task. Jiang et al. [30]
proposes a general framework to preserve the independent
information among different tasks. In this paper, we also
investigate transfer learning with multiple source domains.
Nevertheless, these existing studies deal with batch learning



1496
TABLE 1

Summary of Frequently Used Mathematical Notations
Notations Mathematical Meanings
DS the ith source domain
n the number of the source domains
AS the feature space of the ith source domain X = R%
DS the set of the source domains D = {D%}7_
DT target domain
X the feature space of the target domain X = R?
y the label space Y = {—1,+1}
(x4,y¢:)  the tth labeled instance in the target domain
£ the classifier of the ith source domain
7O the classifier of the target domain
c the tradeoff parameter
B the weight discount parameter
I(+) the indicator function

problems where target data are available in advance, while
we address transfer learning problems where target data
arrive in an online fashion.

Recently, several works studied transfer learning in the
framework of online learning. Zhao et al. [4], Zhao and Hoi
[31] transfer knowledge from an offline source domain to
assist an online learning problem in a target domain. In their
works, some offline source data are collected in advance to
enhance the performance on target data arriving in an online
fashion. However, they consider one source domain only as
the auxiliary information. In some real-world applications,
auxiliary data can be easily collected from multiple source
domains. Motivated by this, in this paper, we propose to
exploit knowledge from multiple source domains. We inves-
tigate online transfer learning with multiple source domains
in two different settings: homogeneous transfer learning and
heterogeneous transfer learning. Online transfer learning
with homogeneous source domains is devoted to performing
a target task by leveraging knowledge from multiple source
domains with the same feature space. On the contrary, in
online transfer learning with heterogeneous source domains,
we consider a situation where the feature spaces of the source
domains are different from that of the target domain. In such
a situation, to transfer knowledge from multi-source domains
to a target domain, we need to find a method of handling the
heterogeneous feature space between each source domain
and target domain. From these aspects, the problems we are
dealing with are more challenging than traditional online
transfer learning and multi-source transfer learning.

3 PROBLEM FORMULATION AND GENERAL
LEARNING PARADIGM

In this section, we formulate the problem of online transfer
learning with multiple sources. The learning problem is for-
mally defined as follows, with the notations shown in Table 1.
Given n source domains denoted by D = {D%, D%, ...,
D%}, and a sequence of labeled instances {(z, y;)[t = 1,2, ...
m} from the target domain D”. For the ith source domain
D%, X% x ) denotes the source data space, where the feature
space X% =R%, and the label space ) = {-1, +1}. f%
represents the classifier learned on the ith source domain.

Let X x Y denote the data space of the target domain,
where the feature space X =R? and the label space
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Fig. 3. The structure of the homogeneous online learning paradigm.

Y ={-1, +1}. Note that the target and source domains
share the same label space ). If sufficient target data are
available, a stable classifier regarding the target domain can
be learned by solving the following optimization problem

mins 771+ A D6 w)ow) W

where H denotes the reproducing kernel Hilbert space
defined by kernel k(-,-), A is a trade-off parameter and
O(f"(x1),y) = max(1 — y, f7(2;),0) denotes the hinge loss
function. Here the kernel function k(-,-) : R? x R — R is
defined for the target domain. According to the Representer
Theorem [32] and the traits of online learning, the target
classifier can be represented by

t
@) = aiyik(ai, x), (2
i1

where «; is the coefficient of the ith target instance. Relying
on the online learning scheme, we can easily learn the target
classifier via the online Passive-Aggressive algorithm (PA)
[16]. Specifically, if the classifier suffers a non-zero loss, i.e.,
1 —y:fT(z:) > 0, the instance is regarded as a support vec-
tor and will be added into the set of support vectors, i.e.,

1= T + ayik(y, ), where a; = mm{C,%} is the
coefficient. The parameter C' prevents the coefficient of a
support vector from being too large.

If the target domain data are insufficient, the above online
learning scheme cannot guarantee an effective classifier, and
hence knowledge transfer from a source domain becomes
necessary. Therefore, we propose a three-stage paradigm to
build a classifier on the target domain by exploiting useful
information from multiple source domains, as is shown in
Figs. 3 and 4, regarding homogeneous transfer learning and
heterogeneous transfer learning, respectively. The main idea
of this learning paradigm is to combine the multiple classifier
models that are built on the sources and target domain for
effective online prediction. Mathematically, the combined
decision function for the target task can be written as

t n
d" (@, w) =Y ikl x) + ) w;f (), ®)
i=1 j=1

where w; is weight value for the jth source domain classifier.
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Fig. 4. The structure of the heterogeneous online learning paradigm.

To effectively transfer knowledge from multiple source
domains, we propose to combine multiple decision func-
tions, which are learned on different domains, respectively,
by a multi-layer strategy. Fig. 3 presents the proposed
three-layer strategy for homogeneous transfer learning. The
first layer has n + 1 decision functions, where £ is the deci-
sion function learned on the ith source domain, and f7 is
the target decision function. In the second layer, each deci-
sion function is associated with a weight, which reflects the
contribution it makes to the final prediction. In the third
layer, we combine the source and target decision functions
based on their weights to build the final classifier f;. At each
round, we update the target decision f7 and the weights of
all the decision functions according to the predicted result
and the ground-truth label of the target instance.

For the heterogeneous transfer learning, the source and
target domains could have different feature spaces. There-
fore, heterogeneous transfer learning is generally more
challenging than homogeneous transfer learning. It is diffi-
cult, if not impossible, to transfer knowledge in heteroge-
neous transfer learning when the feature spaces of the
source and target domains do not share any feature at all.
To simplify the problem, similar to the problem setting in
[4] we assume that the feature space of each source domain
is a subset of that of the target domain, ie, R% C RY,
where R% is the feature space of the ith source domain,
and R is the feature space of the target domain.

Furthermore, the feature spaces of the source domains
could be different from each other. As shown in Fig. 5, the
dimension of the target domain DT in this toy example is
100, where the first 30 ones share the same feature space with
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Fig. 5. The relation of feature spaces between source domains and
target domain in a toy example.

that of the source domain D!, while the features from 41 to
90 are mapped to that of the second source domain D2, and
the last 25 dimensions are identical to that of source domain
DSs. Formally, let (X1,..., X%") be the feature spaces of
source domains, we have X% # X% for Vi # j.

To address the problem of heterogeneous transfer learn-
ing, we design a two-stage learning paradigm, which is
shown in Fig. 4. In the first stage (see Fig. 4a), we train a deci-
sion function for each source domain. Specifically, for the ith
source domain, the feature space of the target domain is split
into two parts: a part that is homogeneous with the ith source
domain, and the other part that consists of the other features.
We build two decision functions f/! and f/? on these two
feature subsets. Afterwards, we combine f/! and f/? to
obtain a decision function f!(x;) for the feature subset that
corresponds to the ith source domain. In the second stage
(see Fig. 4b), we combine the n decision functions that are
constructed in the first stage based on their weights to obtain
an ensemble classifier.

4 HOMOGENEOUS ONLINE TRANSFER LEARNING

In this section, we present an algorithm called HomOTLMS,
which stands for Homogeneous Online Transfer Learning
with Multiple Source domains, where all the domains share
the same feature space, i.e.,, X' = X, Vi. Motivated by the
Hedge method [33], we combine multiple decision functions
that are constructed on the source domains, respectively,
to build an ensemble classifier for the target instances. Fig. 3
illustrates the learning paradigm of HomOTLMS, and
Algorithm 1 presents the pseudo code.

4.1 The Learning Steps of HomOTLMS

As shown in Fig. 3, the source and target decision func-
tions are built separately. Since the source data are given
in advance, the decision functions f% to f% from the
source domains can be built in an offline batch learning
paradigm. For the target data that arrive in an online fash-
ion, the target decision function f' is learned by the PA
online learning algorithm [16], which constructs a set of
support vectors that come from the target instances. The
set of support vectors is empty initially, ie., (ff =0). At
the tth round, f! makes a prediction for the given instance
xt, and then a loss is computed based on the hinge loss
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function {(y, z, f) = max(0,1 — yf(x)). Specifically, in case
that the decision function suffers a non-zero loss value on
the instance x;, we add it as a support vector into the set,
i.e., ffjjkl = fTT*F Ttytk(l't, '), where Tt = min{C’, (f/k(xt,xt)}
is the coefficient of the support vector.

Algorithm 1. HomOTLMS

Input: the classifiers from source domains f% = (f51, f%2,.. |
f5), initial tradeoff C, and the weight discount 8 € (0, 1).
Initialize: fI =0, u; = 1/(n+ 1), v; = 1/(n + 1).
1: fort=1,2,...,m.do
2:  receive instance: z; € X.
i = up/ (0 up + o), pf = o/ (1 up + ).
predict: §, = sign ("1, p}f% () + py fF (21)).
receive correct label: y, € {—1, + 1}.
fori=1,2,...,n.do
2 = I (sign(y. f% () < 0).
Ujyy = U
9: end for
10: 2} = I(sign(ytftT(a:t)) < 0)‘
11 v = v
12:  Sufferloss: {, = [1 — ytftT(act)]+.
13:  if¢; > 0. then

14: L= fF + nyk(z,, ) where 1, = min{C, 4, /k(z, 2;)}.
15:  endif
16: end for

Output: fi(z) = sign(>_1, pi f% (z) + p} fF (2)).

Then, a weight vector u; = (ul,u2,...,u") " and a weight
variable v are constructed to represent the contributions of
the source and target decision functions, respectively. We
apply the Hedge Algorithm [33] to dynamically update the
weights of both source and target decision functions to
obtain an ensemble classifier.

4.2 The Pseudo-Code of HomOTLMS

We provide the pseudo-code of HomOTLMS in Algorithm 1.
Specifically, at the tth round of the target learning task, an
instance z; comes and every classifier makes a prediction.
If a classifier makes an incorrect prediction, its weight will
decrease with a discount, i.e., u;,, = uig for the source deci-
sion functions and v, = v;B for the target decision func-
tion, where g€ (0,1) is the weight discount parameter.
Based on the constructed decision functions and their
weights, the ensemble classifier is given by

n
g, = sign (Z PLfo () + PfftT(mt)) , 4)
=1
where p} = ul/ (30 ul +v;) and p! = v,/ (31 ui +v;) are
the normalized weights.

4.3 Theoretical Analysis of HomOTLMS

We provide the mistake bound of the algorithm HomOTLMS
as follows.

Theorem 1. Let us denote M as the number of mistakes made
by the algorithm HomOTLMS. By choosing B = /Mpyn/
(V/Myin + v/In(n + 1)) we have M bounded by

M < My ++/2In(n + 1) X My +1In(n+1),  (5)
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where
My = min{ M}, M, },

m

M, = E 2y,
t=1
m

Z v

A[t == Zy-
t=1

Proof. From the Theorem 2 in Hedge Algorithm [33], if we
set all the initial weights equally to be 1/(n + 1) for each
source classifier, we can obtain the following mistake
bound for M,

- Mpin In(1/8) + In(n + 1)

It can be shown that In(1/8) < (1 — ) /28 for B € (0, 1].
If we apply this inequality to (6), then we can obtain

M ©)

Minin ln(l/ﬁ) + ln(n + 1) < Mmin(l + ﬂ) ln(n + 1) (7
1-8 =708 1-8

By substituting B=+/Myin/(vMuin + /In(n+1)) into

(7), we obtain (5). O

Theorem 1 provides an upper bound of the mistake
for our algorithm. The results in Theorem 1 imply that the
learner’s average per round mistake can never be much
larger than that of the best pure strategy. Since the mistake
bound depends logarithmically on n only, this bound is rea-
sonable even for a very large number of strategies.

Algorithm 2. HetOTLMS

Input: the classifiers from source domains f% = (f*1, f%2,...,
f51), initial tradeoff C, and the weight discount f;, 8, € (0, 1).
Initialize: [f/} =0, f[2 =0, wiy=v}, =1}, =1/3, w =1/n.
(fori=1,2,...n).

1: for tth iteration, t = 1,2, ...

2:  Receive instance: z; € X.
Split z, into two instances: x| ,, x5 ,.
Py =wy/ 3w _
Predict: g, = sign(} 1, fi(zt)).
Receive correct label: y; € {—1, + 1}.
for ith source, i = 1,2,...,n.do

Compute suffer loss: (1, = [1 — y, f]}! ()]

9: if ¢;; > 0. then

,m.do

10: T = FH A Tk (o)

11: end if

12: Compute suffer loss: £, = [1 — y; f](25,)],..
13: if {5; > 0. then

14: ,szﬂ = f,sz + T?,tytki,Q(l'é,“ ).

15: end if

16: If sign (y; f5 (Tzlt)) < 0, Then u; 41 = ;i fs.
17: If sign(y; 7Tf1 (x‘lt)) < 0, Then vil‘t+1 = /U%7tﬂ2.
18: If sign(y: ftQ (:L“z,)) < 0, Then v%tﬂ = vftﬂQ.
19: If sign(ytﬁ(xt)) < 0, Then wiﬂ = wiﬁl.

20: Compute [}, (;) by equation (8).
21:  end for

22: end for

Output: fi(v) = sign(31L, p}fi (2)),
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5 HETEROGENEOUS ONLINE TRANSFER LEARNING

In this section, we present the proposed algorithm
HetOTLMS, which stands for Heterogeneous Online Transfer
Learning with Multiple Source domains. Fig. 4 and Algo-
rithm 2 present the learning paradigm and pseudo code of
HetOTLMS, respectively.

5.1 The First Stage of HetOTLMS

Remind that the feature space of a source domain is a subset
of that of the target domain. Therefore, in order to exploit
knowledge from the source data, for the ith source domain,
we split the target feature space into two sections, the first
one is homogeneous with the ith source domain, and the
other one is the remainder of the target feature space. Based
on each source domain S;, we learn three base classifiers
(i, fEL D, f% is learned by using offline learning
algorithms in source domain. f! and f? are learned by
combining the first section and the second section in target
domain with the source domain, respectively. Then, classi-
fier's weights w;;, v}, v?, related to the f%, fI}, fI2 are
learned. Combining the base classifiers by the learned
weights, we can obtain a strong classifier f/(z;) for each
source domain 5;. Suppose there are n source domains, we
can obtain (f!(z), fa(zs), ..., fi(x:)). The structure of the
first stage is shown in Fig. 4a.

5.2 The Second Stage of HetOTLMS

In the second stage, we combine the n classifiers (f/(z;),
fA(x), ..., f*(x;)) into an ensemble model to make a final
prediction. To achieve this, a weight vector w = (w!,w?, ...,
w") is constructed to represent the weights of n classifiers,
and we use the Hedge algorithm to learn the weights of the
classifiers in the ensemble. As shown in Fig. 4b, on the tth
round, a discount is computed on its weight with a weight
discount B; € (0,1) when the classifier f(z;) suffers a loss
value. In this paper, we set 8, = VT/ (\/f + \/l_ﬁ) For-
mally, we have w;,, = w;f;. The structure of the second
stage is shown in Fig. 4b.

5.3 The Pseudo-Code of HetOTLMS

We provide the pseudo-code of HetOTLMS in Algorithm 2.
Specifically, we first input the learned (f}(z:), f7(z),.

I (ze)), and initialized classifiers f/} and f]? as empty
(=0, =0.

In each 1terat10n (i.e., tth iteration), we split the corre-
sponding data instance z, into two parts: x;; € R% and
To; € RY/R%. After the split, we first predict a label for
instance x; as step 4 in Algorithm 2. Then, for each source
domain (i.e., S;), we update classifiers f]' and f]? as the fol-
lowing roles [16].

Role 1 (steps 8 to 11 in Algorithm 2). If classifier ! suffers
aloss (61, =[1— ytfgtl(ml‘t)h) based on the hinge loss func-
tion. The instance | , would be considered as a support vec-
tor to add into the set of support vectors (f/}, = fI/+
Toyikia (@,,-), where 1, =min{C, 0 /k;1(a},,21,)} is
the coefficient of the support vector, k;(-,-) : R% x R% —
indicates the kernel functions for z{ ).

Role 2 (steps 12 to 15 in Algorithm 2). If classifier
aloss (yy = [1 -y fi T2(2,)],) based on the hmge loss func-
tion. The instance z}, would be considered as a support

suffers
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vector to add into the set of support vectors(f/?, =
T2+ ngty,,k,;g(a:é’t, -), where 73, = min{C, éQ’t/k@Q(l‘é,ml’éj)}
is the coefficient of the support vector, k;a(-,-) : R4% x
R — indicates the kernel functions for z} ).
Then, the weighting vector ((uiﬁt,v;ﬁvft)) which respect

the weights of f%, fI}!, and f/? are learnt to construct an
ensemble classifier model f (:z:f) (steps 16 to 18 in Algo-

rithm 2). In this paper, we set 8, = vT//(V/T + vIn 3). Then,
we update the weight w;_, for f;(z;) as step 19. After updat-
ing f.,,(z;), we compute f/,(z;) by the following equation,

Ui,ff (11 t) + vzf thl(ml t) + t+1f1,t2(xg,t)

Uiy + vz,t + vz‘t

(@) = ®)

By this way, we can obtain (f!(z;), f2(z:),..., f’(z:)) and
their weights ((w},w?,...,w})) for each source domain.
Then we can predict the label for an input test instance = by
the following equation,

) = sign (Z pifi (w)) : )
i=1

where pi = w/>"" | w! is the normalized weight of wi.

5.4 Theoretical Analysis of HetOTLMS

The ensemble prediction of a new instance z; is given as Equa-
tion (9). We set g, = f,(z) as the predict label of z, and show
the mistake bound for algorithm HetOTLMS as follows.

Theorem 2. Let us denote M as the number of mistakes made by
the algorithm HetOTLMS. By choosing

B = \/min{Mi}/<\/min{Mi} + \/lnn),
we have M bounded by
M < min{M;} ++/2lnn x min{M;} + lnn,

i I (sign (ye fi(z1)) < 0).

Proof. The proof of Theorem 2 is similar to that of Theorem
1. We just need to replace min{M! M;} and B with
min{M;} and B, respectively, to get (8). As to the bound

M;, by choosing
\/mln{M7 M Mﬂ}

min{ Mi, M, M2 +v/In3 ’
(yfminf } i)

(10)

where M; =

By =

we obtain M; bounded from above by M; < min{M
M M2) 4 (/2103 x min{ M}, M, M?} + In3, where

m

=5 1{am(ur64)) <o),

=1
M,l1 = Zl(sign(ytfﬁ1 (:t‘“)) < O),

m

I(sign(ytf?t2 (xét)) = 0)' .
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TABLE 2
Detailed Information of 20Newsgroups Data Set Used in Experiments
Tasks SDsize TD size Dimensions Source Domains (SD) Target Domain (TD)
0s_versus_crypt 5,875 1,952 61,188 ibm_versus_electronics, ibm_versus_electronics, mac_ 0s_versus_crypt
versus_med, X_versus_space
ibm_versus_electronics 5,864 1,963 61,188 0s_versus_crypt, mac_versus_med, X_versus_space ibm_versus_electronics
mac_versus_med 5,882 1,945 61,188 os_versus_crypt, ibm_versus_electronics, x_versus_space mac_versus_med
X_versus_space 5,860 1,967 61,188 os_versus_crypt, ibm_versus_electronics, mac_ X_versus_space

versus_med

TABLE 3
Detailed Information of Sentiment Analysis Data Set Used in Experiments
Tasks SD size TD size Dimensions Source Domains (SD) Target Domain (TD)
books 6,000 2,000 473,857 DVDs, electronics, kitchen books
DVDs 6,000 2,000 473,857 books, electronics, kitchen DVDs
electronics 6,000 2,000 473,857 books, DVDs, kitchen electronics
kitchen 6,000 2,000 473,857 books, DVDs, electronics kitchen

Theorem 2 provides the upper bound on the mistake for
HetOTLMS algorithm. Similarly, the results in Theorem 1,
the upper bound on a mistake of HetOTLMS can never be
much larger than that of the best pure strategy. HetOTLMS
can also be used for a large number of strategies since its
mistake bound depends only logarithmically on n.

6 EXPERIMENTS

In this section, we compare the performance of the pro-
posed algorithms with online transfer learning baseline
methods on three real-world data sets: the 20News-
groups data set, the sentiment analysis data set and the
five languages data set. The experiments are carried out
in homogeneous and heterogeneous settings. To obtain
reliable results, we repeat each experiment 20 times by
changing the order in which the test instance arrives. We
record and report the average results of 20 replicate
experiments, and the results show that the proposed
algorithms can achieve better performances against the
compared algorithms.

6.1 Data Sets
6.1.1 20Newsgroups Data Set

The 20Newsgroups data set' consists of a collection of
approximately 20,000 newsgroup documents across different
topics, which have sub-topics, e.g., comp.os.ms-windows.
misc (os for short), comp.sys.ibm.pc.hardware (ibm for
short), comp.sys.mac.hardware (mac for short), and comp.
windows.x (x for short) are the sub-topics of comp while sci.
crypt (crypt for short), sci.electronics (electronics for short),
scimed (med for short), and sci.space (space for short) are
the sub-topics of sci. In our experiments, the instances with
respect to the sub-topics of comp are labeled as positive
instances, and those of the sub-topics of sci are labeled as neg-
ative instances, leading to four related learning domains
(0s_versus_crypt, ibm_versus_electronics, mac_versus_med
and x_versus_space). Then, we randomly choose one domain
as the target domain, the remaining domains are used as

1. http:/ /qwone.com/~jason/20Newsgroups/

source domains. By this way, we can generate four transfer
learning tasks. The characteristics of these four tasks are sum-
marized as Table 2.

Note that the data set generated from 20Newsgroups is
composed of several topics and subtopics in this paper. For
a task, the positive/negative instance in the target domain
and the source domains belong to the same category but dif-
ferent sub-categories. The reason for this setting is because
we expect a similar but not the same distribution between
different sources. Thereby, we can use the generated data
for testing the knowledge transfer ability of our algorithm
between different domains.

6.1.2 Sentiment Analysis Data Set

The sentiment analysis data set consists of Amazon product
reviews for four different product types: books, DVDs, elec-
tronics, and kitchen. Each review consists of a human rating
score (0-5 stars), a review title, a product name, a reviewer
name, location, date, and the review content. Reviews with
rating >3 are labeled as positive instances, those with rat-
ing <3 are labeled as negative instances, and the rest are
discarded because their polarity is ambiguous. The dimen-
sion of the instances is 473,856. Four domains (books,
DVDs, electronics, and kitchen) are constructed on the senti-
ment analysis data set. Each task consists of 2,000 instances
and the number of positive instances is the same with that
of negative instances. Then, we randomly choose one
domain as the target domain, the remain domains are used
as source domains. By this way, we can generate four trans-
fer learning tasks. The characteristics of these four tasks are
summarized as Table 3.

6.1.3 Five Language Data Set

We use the five languages data set [34] to generate learn-
ing tasks. The data set contains feature characteristics of
documents written in five different languages (English,
French, German, Spanish, and Italian) but sharing the
same set of categories. Each language contains indexes of
the documents written or translated in that language. For
example, English contains files: Index EN-EN (original
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TABLE 4
Detailed Information of Five Language Data Set Used in Experiments
Tasks SD size TD size Dimensions Source Domains (SD) Target Domain (TD)
EN-EN 31,928 6,309 21,532 FR-EN, GR-EN, IT-EN, SP-EN EN-EN
FR-FR 28,791 9,446 24,894 EN-FR, GR-FR, IT-FR, SP-FR FR-FR
GR-GR 28,237 10,000 34,280 EN-GR, FR-GR, IT-GR, SP-GR GR-GR
IT-IT 31,492 6,745 15,507 EN-IT, FR-IT, GR-IT, SP-IT IT-IT
SP-SP 32,500 5,737 11,548 EN-SP, FR-SP, GR-SP, IT-SP SP-SP
TABLE 5
Results (Mean+Standard Deviations) of Applying Different Learning Algorithms on the 20Newsgroups Data Set
Target Domain
Algorithm os_versus_crypt ibm_versus_electronics mac_versus_med X_versus_space
Mistake (%) Time (s) Mistake (%) Time (s) Mistake (%) Time (s) Mistake (%) Time (s)
PA 16.004+0.41 0.13+0.01 24.43+0.82  0.20+0.05  15.60+0.41 0.22+0.03  15.20+0.55  0.20+0.04
PAIO 13.754+0.31 0.14+0.02  22.38+0.68  0.33+0.06  13.05+0.48  0.30+0.05  13.2840.52  0.27+0.06
HomOTL-I 10.56+0.30  0.48+0.11 23.88+0.60  0.57+0.08  14.77+0.46  0.414+0.09  14.494+0.68  0.52+0.10
HomOTL-II 11.38+£0.46  0.46+0.09  23.02+0.57  0.61£0.16  15.07+£0.48  0.47+0.09  11.73+£0.33  0.69+0.16
HomOTLMS 8.18+0.28 2.93+0.34 20.16+0.65 2.57+0.51 12.86+0.67 2.79+0.34 9.17+0.34 3.13+0.28
TABLE 6
Results (Mean+Standard Deviations) of Applying Different Learning Algorithms on the Sentiment Analysis Data Set
Target Domain
Algorithm books DVDs electronics kitchen
Mistake (%) Time (s) Mistake (%) Time (s) Mistake (%) Time (s) Mistake (%) Time (s)
PA 48.05+0.29  0.22+0.03  48.25+0.58  0.23+0.03  48.98+0.37  0.13+0.01  50.05+0.06 ~ 0.094+0.01
PAIO 4551+0.54  0.79+0.14  46.36+0.77  0.84+0.11  43.18+£0.60  0.72+0.16 ~ 42.91+0.60  0.81+0.26
HomOTL-I 47.55+0.57 1.254+0.26 47.83+0.34 1.2340.21 47.60+1.01 0.98+0.23 49.394+0.50 1.104+0.25
HomOTL-II 47.7540.00  1.1940.23  47.55+0.02  1.18+0.21  46.54+1.20  1.06+0.17  49.34+0.33  1.11+0.24
HomOTLMS  43.64+1.34  4.95+0.85  45.23+0.68  4.71+£1.03  42.91+0.82  4.70+0.67  39.68+0.48  4.67+0.89

English documents, EN-EN for short), Index FR-EN(French
documents translated to English, FR-EN for short), Index
GR-EN (German documents translated to English, GR-EN
for short), Index IT-EN (Italian documents translated to
English, IT-EN for short) and Index SP-EN (Spanish docu-
ments translated to English, SP-EN for short). And simi-
larly for the four other languages. For each language, there
are six relatively populous categories: C15, CCAT, E21,
ECAT, GCAT, and M11. In our experiment, we label the
instances with respect to C15 as positive instances, and
those instances of M11 are labeled negative. Thus we can
construct five new data sets (called EN, FR, GR, IT, and
SP, respectively) for each language, we choose the original
file as target domain, and the remaining four translated
files as source domains, e.g., for EN, EN-EN is chosen as
target domain and FR-EN, GR-EN, IT-EN, SP-EN are cho-
sen as source domains. Since the data set contains many
discriminatory features (e.g., some high-frequency words),
we use FGM (Feature Generating Machine) [35], [36] to
pre-process the data to screen out discriminant features.
Detailed information of five languages data set is summa-
rized in Table 4.

6.2 Baselines
To evaluate the performance of the proposed algorithm,
we compare our algorithm with several state-of-the-arts

methods. Specifically, for the homogeneous situation: since
HomOTLMS is an online learning algorithm, we compare
HomOTLMS with Passive-Aggressive, which is a classical
online learning algorithm [16]. Considering that Passive-
Aggressive is not designed for the transfer learning prob-
lem, we implement a variant of PA algorithm which is
denoted as “PAIO” for online transfer learning, by initializ-
ing PA with a classifier trained with the whole source
domain. Also, we compare HomOTLMS with two well-
known online transfer learning algorithms (HomOTL-IL,
HomOTL-II proposed in [31]). Considering that both
HomOTL-I and HomOTL-II are single-source online trans-
fer learning methods, we combined all the instances in dif-
ferent source domains as a single source domain for
HomOTL-I and HomOTL-II.

For the heterogeneous situation: since HetOTLMS is
designed for learning problems where source and target
domain have heterogeneous feature spaces, we compare
HetOTLMS with the well-known algorithms HetOTL [31]
which is a heterogeneous online transfer learning method.
HetOTL uses the same heterogeneous data generation set-
ting in the experiment. Based on HetOTL, we implement
a variant, called “HetOTL0”, by running the HetOTL algo-
rithm only using the part of the features in the data set.
We also compare HetOTLMS with HetOTLO and PAIO.
For the heterogeneous situation, in PAIO, we run the PA
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TABLE 7
Results (Mean+Standard Deviations) Using Different Homogeneous Learning Algorithms on EN-EN
Algorithm Accuracy (%) Precision (%) Recall (%) F-measure (%) MCC (%)
PA 86.55+0.19 91.26+0.14 92.19+0.17 91.7340.12 55.53+0.83
PAIO 87.6340.22 92.4240.18 92.2740.15 92.354+0.13 60.62+1.07
HomOTL-I 85.06+0.53 93.23+0.30 87.91+0.95 90.4940.40 62.54+0.97
HomOTL-II 86.484+0.18 92.4340.44 90.724+0.54 91.56+0.13 62.40+0.27
HomOTLMS 89.52+0.12 94.20+0.08 92.75+0.11 93.47+0.08 66.91+0.29
Confidence Interval [89.46, 89.58] [94.17,94.24] [92.70,92.80] [93.43,93.51] [66.77,67.05]
TABLE 8
Results (Mean+Standard Deviations) Using Different Homogeneous Learning Algorithms on FR-FR
Algorithm Accuracy (%) Precision (%) Recall (%) F-measure (%) MCC (%)
PA 90.86+0.25 91.12+0.25 91.66+0.32 91.3940.24 81.38+0.45
PAIO 91.7440.26 92.114+0.24 92.304+0.34 92.20+0.25 83.194+0.33
HomOTL-I 93.87+0.01 94.61+0.01 93.75+0.01 94.1840.01 88.1440.01
HomOTL-II 93.87+0.00 94.61+0.00 93.76+0.00 94.1840.00 88.15+0.00
HomOTLMS 94.03+0.08 92.31£0.11 96.78+0.06 94.49+0.07 88.04+0.13
Confidence Interval [93.99, 94.06] [92.25,92.36] [96.75,96.81] [94.46, 94.52] [87.98,88.10]
TABLE 9
Results (Mean+Standard Deviations) Using Different Homogeneous Learning Algorithms on GR-GR
Algorithm Accuracy (%) Precision (%) Recall (%) F-measure (%) MCC (%)
PA 81.99+0.37 82.03£0.35 81.93+0.47 81.98+0.38 64.04+0.78
PAIO 83.014+0.35 83.154+0.40 82.81+0.35 82.98+0.34 66.15+0.64
HomOTL-I 88.294+0.01 91.88+0.01 84.01+0.02 87.77+0.01 77.50+0.02
HomOTL-II 88.30+0.00 91.88+0.01 84.02+0.00 87.7840.00 77.52+40.01
HomOTLMS 89.30+0.09 89.25+0.07 89.37+0.21 89.31+0.10 78.76+0.11
Confidence Interval [89.26, 89.34] [89.21,89.28] [89.27,89.47] [89.26, 89.35] [78.71,78.81]
TABLE 10
Results (Mean+Standard Deviations) Using Different Homogeneous Learning Algorithms on IT-IT
Algorithm Accuracy (%) Precision (%) Recall (%) F-measure (%) MCC (%)
PA 84.2740.26 79.07+0.28 87.52+0.41 83.08+0.29 69.00+0.49
PAIO 84.22+0.27 79.06+0.30 87.40+0.39 83.024+0.30 68.79+0.49
HomOTL-I 86.55+0.07 83.184+0.10 87.144+0.09 85.1140.08 72.82+0.11
HomOTL-II 86.46+0.00 82.93+0.01 87.30+0.00 85.0640.00 72.67+0.00
HomOTLMS 87.12+0.13 84.18+0.15 87.21+0.30 85.67+0.16 74.10+0.37
Confidence Interval [87.06, 87.18] [84.11, 84.25] [87.07,87.35] 85.59, 85.75) [73.93,74.28)
TABLE 11
Results (Mean+Standard Deviations) Using Different Homogeneous Learning Algorithms on SP-SP
Algorithm Accuracy (%) Precision (%) Recall (%) F-measure (%) MCC (%)
PA 90.0340.26 61.814+1.16 58.654+0.94 60.194+0.94 54.23+1.18
PAIO 91.40+0.31 65.66+1.22 69.23+1.11 67.40+1.12 62.34+1.03
HomOTL-I 90.3840.22 58.824+1.06 84.24+4.11 69.204+0.99 64.67+1.69
HomOTL-II 90.12+0.11 57.65+0.43 86.97+2.81 69.32+0.77 65.57+0.80
HomOTLMS 90.49+0.07 58.8440.21 86.474+0.25 70.03+0.17 66.27+0.20
Confidence Interval [90.46, 90.52] [58.74, 58.94] [86.36, 86.59] (69.95,70.11] 66.18,66.37]

algorithm using the first part of the features in the target
domain by initializing with a classifier from the source
domain. The code of the algorithm can be downloaded
from the github.?

2. https:// github.com/wuhanrui/ TKDE2016submission.git

6.3 Experimental Results on 20Newsgroups and
Sentiment Analysis Data Sets

We first compare HomOTLMS with the baselines on the

20Newsgroups and sentiment analysis data sets. Tables 5

and 6 show the performance of the algorithms on two data

sets. According to the experimental result, the overall data
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TABLE 12
Characteristics of Data Used as Source Domains
for Heterogeneous Online Transfer Learning

Domain # Instances # Dimensions
0s_versus_crypt 1952 10,000
ibm_versus_electronics 1963 15,000
mac_versus_med 1945 20,000
X_versus_space 1967 25,000
books 2000 100,000
DVDs 2000 200,000
electronics 2000 300,000
kitchen 2000 400,000

taken from the experiments are clearly in favor of the pro-
posed method. On these two data sets, HomOTLMS obtains
the best performance over the baselines on all the tasks. The
reason is that the baselines do not take into account the dis-
tribution difference between the source domains and target
domain. Directly applying the classifier learned on on the
source domains to the target domain may lead to a poor
result. On the contrary, HomOTLMS considers the differ-
ence between the source domains and target domain and
updates the classifier based on the loss of the target domain.
By this way, HomOTLMS can effectively transfer knowl-
edge from the source domains to target domain. In general,
HomOTLMS can learn a better classifier for target domain
and achieve better performance than baselines.

We also compare the efficiency of the proposed algorithm
with baselines in terms of running time. The results are
shown in Tables 5 and 6. Compared to HomOTL-I and
HomOTL-II that are performed on a single source domain,
HomOTLMS takes more running time because of the calcula-
tion on multiple source domains. Nevertheless, considering
the better performance, the increased time cost is acceptable.

6.4 Experimental Results on Large Scale Data Set

For more in-depth understanding of the performance of
our algorithm, we compare the proposed algorithm with
baselines on a large scale data set, five language data set [34].
Tables 7, 8, 9, 10, and 11 show the performance of the algo-
rithms in terms of accuracy, precision, recall, F-measure
and Matthews Correlation Coefficient (MCC) [37]. To help
understand the performances, we also show the confidence
interval for each measure. For instance, if the accuracy of a
baseline is less than the lower limit of the confidence interval,
then our algorithm is better than the baseline; if the accuracy
of a baseline falls into the confidence interval, then perfor-
mance of this baseline is comparable to our algorithm;
For other cases, our algorithm is less effective than the
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baseline. From Tables 7, 8, 9, 10, and 11, we can observe that
HomOTLMS is more effective than the baselines on most of
the tasks under the five measures in general. This is because
the baselines use all the sources indiscriminately in the train-
ing process of the classification model. And, this practice
ignores the correlation between each source domain and tar-
get domain. Different from the baselines, HomOTLMS trains
classification model on each source domain and utilizes an
ensemble-strategy for prediction. By this way, HomOTLMS
can leverage the benefits from the source domain that is more
relevant to the target domain, and avoid the adverse effects of
the source domain that is less relevant to the target domain.
Although HomOTLMS can achieve a better performance than
baselines, even on a large scale data set, the improvements on
the five language data set are marginal for some tasks. On a
large scale data set, the size of target domain becomes larger
than the data set used in the previous section, leading to the
marginal improvements as transfer learning works better in
case that the labeled data in target domain for training are
insulfficient.

6.5 Experimental Results on Heterogeneous Setting
In this experiment, we test the performance of HetOTLMS
with heterogeneous settings. To generate the heterogeneous
data sets where the feature set of the source domain is the
subset of that of the target domain, we split the features of the
data instances in each domain into two parts. For a source
domain data set, we keep the first part and remove the second
part. For a target domain, we use all the features in the data
set. Table 12 shows the characteristics of the data used as
source domains. The way we generate heterogeneous data
sets is reasonable. Since we may encounter a similar situation
in which only part of features can be obtained from one view
in the real world. For instance, in a cross-view object recogni-
tion, the same object appears quite differently when different
views are observed, classification models learned from one
view may degrade the performance in another view. In such
case, each view can be treated as a source domain, and the
feature in each domain is different from the other domain.
Note that we cannot directly combine the instances in
multiple sources into a single source domain because of the
dimension divergence of different sources. To apply these
algorithms to the multiple sources data sets, we run the base-
line method on the data set containing the target domain data
and one source domain data. Results with different source
domain data are recorded, and the best one is recorded.
Tables 13 and 14 show the results of different algorithms
on the 20Newsgroups data set and the sentiment analysis
data set, respectively. The proposed HetOTLMS algorithm

TABLE 13
Results of Different Heterogeneous Learning Algorithms on the 20Newsgroups Dataset

Target Domain

Algorithm 0s_versus_crypt ibm_versus_electronics mac_versus_med X_versus_space
Mistake (%) Time (ms) Mistake (%) Time (ms) Mistake (%) Time (ms) Mistake (%) Time (ms)
PAIO 14.76+0.53  1054.5+6.6  24.15+0.35 1060.2+£5.5 17.87+0.48 1048.1+54  16.17+0.38 1060.6+4.5
HetOTLO 22.52+0.39 736.2+3.5 19.084+0.34 722.2+3.7 18.96+0.35 711.8+2.8 18.38+0.25 718.3+2.5
HetOTL 22.16+0.39 1609.84+46  18.81+0.28  1.465.1+£12  18.80+0.30  1451.1+21 18.024+0.22  1471.7+20.9
HetOTLMS  12.65+0.58 1865.1+6.6  18.87+0.75 1947.1+£3.8  13.60+0.50 1916.2+6.2  11.09+0.49 2068.3+39.4
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TABLE 14
Results of Different Heterogeneous Learning Algorithms on the Sentiment Analysis Dataset
Target Domain

Algorithm books DVDs electronics kitchen

Mistake (%)  Time (ms) Mistake (%) Time (ms) Mistake (%) Time (ms) Mistake (%) Time (ms)
PAIO 35.494+0.74 64214352  35.29+0.51 6353+£29.6  28.29+0.37 623.04£21.9 27924046  627.54+25.7
HetOTLO 34.13+£0.37  558.0+26.9  34.69+0.51  557.6£26.2  30.89+0.42 547.6+174  28.92+0.41  555.3+25.7
HetOTL 33.2840.30  913.2+469  33.83£0.47 908.9+47.0 30.27+£0.39  896.4+31.3 27.894+0.39  902.0+38.5
HetOTLMS  31.61+0.49  1130.9+105  33.30+0.72 1114.7+77 26.99+0.50 1106.71+66 23.52+0.60 1115.7£108

consistently performs best, or close to the best, regarding
mistake rate. The result demonstrates the effectiveness of the
proposed method for heterogeneous online transfer learn-
ing. In addition, the time cost of different algorithms is also
given in Tables 13 and 14. We can see that the running time
of HetOTLMS is greater than that of the other algorithms.
However, the algorithm can still be learned very fast.

We also conduct experiments by varying number of learn-
ing samples in the target domain and present the results of
different algorithms on the 20Newsgroups data set and the
sentiment analysis data set in Figs. 7 and 8, respectively. From
the result, the mistake rates of HetOTLMS are higher than
that of the compared algorithm when the target domain con-
tains a limited number of instances. The mistake rate of the
HetOTLMS method decreases very rapidly when the number
of instances increases, while the HetOTLMS method achieves
better performance against the other algorithms when the
number of instances in the target domain is sufficient (e.g.,
with 1,500 or 2,000 instances in the target domain). These
results indicate that HetOTLMS can more effectively handle
the online transfer learning problem across heterogeneous
domains, where the source domains and the target domain
have different feature spaces.

6.6 Parameter Tuning

The method proposed in this paper involves some tunable
parameters, including the tradeoff parameter C. Fig. 6
reports the potential impacts imposed by different C' on the
five language data set. From the figure, we can observe that
the accuracies of HomOTLMS and other baselines change
significantly with different C. For the same task, different
algorithms achieve their best performance on different val-
ues of C'. For instance, in Fig. 6a, the best C for PA is 275 while
the best C' for HomOTLMS is 27%. We can draw a conclusion
that HomOTLMS is more accurate than the other transfer
learning strategies under varied C values, which validates
the efficacy of the proposed online transfer learning strategy.
In the experiments, we set C' to be 5 for all the algorithms
including HomOTLMS and the compared baselines.

6.7 Time Cost

To evaluate the efficiency of our algorithm when using
more source domains and/or more training instances, we
test our algorithm on several tasks where the source number
and the instance number in each source are both different.
The experiments were implemented in MATLAB R2015b
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Fig. 6. Evaluation on homogeneous OTL classification tasks with varied C values on five languages dataset.
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dataset.

and run on a Windows machine with 2 x 2.4 GHz CPU pro-
cessors (Intel(R) Xeon(R)) and 128 GB memory. The average
running time of our algorithm is recorded and summarized
in Fig. 9. From the figure, we can find that the average run-
time of our algorithm spends more and more as the number
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g 00| |~ % ~2 sources
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Number of samples
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Fig. 9. Time cost as the number of samples increases.

of sources and the number of instances increases. We also
notice that, for an identical increment instance number, the
time cost for the task with more sources increases faster
than the task with fewer sources.

7 CONCLUSION

In this paper, we propose an online transfer learning para-
digm with multiple source domains. A homogenous online
transfer learning algorithm and a heterogeneous online
transfer learning algorithm are both designed. Compared to
the traditional online transfer learning algorithms which
were only designed for learning from a single source
domain, our methods can transfer knowledge from multi-
source domains, even the source domains that have hetero-
geneous feature space with the target domain. Based on the
theoretical analysis, we can have a clearer understanding of
the parameters of the algorithm on the mistake. Experimen-
tal results on three real-world data sets indicate that the



1506

proposed algorithms are able to achieve better performan-
ces against the compared baselines, and the time cost
increases are acceptable.

Several problems remain to be investigated in our future
work. First, we only propose algorithms to tackle binary
classification tasks. Thus, a multi-class classification prob-
lem is one way to extend our proposed algorithms. Second,
in our heterogeneous settings, features in the source
domain constitute a subset of those of the target domain.
This may limit the application scenario for our algorithm.
Hence, extending our algorithm settings to a more general
situation is of another future work. Lastly, due to the large
size of the target domain on a large scale data set, the
improvements become marginal. In the future, we will use
some techniques w.r.t. transitive transfer learning, such as
source domain selection or instances selection, to achieve
more improvements.
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