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Temporal Micro-Action Localization for
Videofluoroscopic Swallowing Study

Xianghui Ruan , Meng Dai , Zhuokun Chen , Zeng You , Yaowen Zhang ,
Yuanqing Li , Fellow, IEEE, Zulin Dou , and Mingkui Tan , Senior Member, IEEE

Abstract—Videofluoroscopic swallowing study (VFSS)
visualizes the swallowing movement by using X-ray fluo-
roscopy, which is the most widely used method for dys-
phagia examination. To better facilitate swallowing assess-
ment, the temporal parameter is one of the most important
indicators. However, most information of that acquire is
hand-crafted and elaborated, which is time-consuming and
difficult to ensure objectivity and accuracy. In this article,
we propose to formulate this task as a temporal action
localization task and solve it using deep neural networks.
However, the action of VFSS has the following character-
istics such as small motion targets, small action ampli-
tudes, large sample variances, short duration, and varia-
tions in duration. Furthermore, all existing methods often
rely on daily behaviors, which makes locating and recogniz-
ing micro-actions more challenging. To address the above
issues, we first collect and annotate the VFSS micro-action
dataset, which includes 847 VFSS data from 71 subjects,
due to the lack of benchmarks. We then introduce a coarse-
to-fine mechanism to handle the short and repeated na-
ture of micro-actions, which can significantly enhancing
micro-action localization accuracy. Moreover, we propose
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a Variable-Size Window Generator method, which improves
the model’s characterization performance and addresses
the issue of different action timings, leading to further im-
provements in localization accuracy. The results of our ex-
periments demonstrate the superiority of our method, with
significantly improved performance (46.10% vs. 37.70%).

Index Terms—Temporal parameters, videofluoroscopic
swallowing, micro-action, temporal action localization.

I. INTRODUCTION

SWALLOWING is a complicated physiological reflex pro-
cess that is at present generally divided into three phases: the

oral phase, the pharyngeal phase, and the esophageal phase [1].
There may be subtle disturbances in the function of any one
of these phases that can eventually cause dysphagia. Many
diseases, such as Parkinson’s disease [2], esophageal cancer [3],
and stroke [4], have swallowing disorders as early symptoms. As
the most widely used and well-researched assessment technique
for swallowing disorders is the videofluoroscopic swallowing
study (VFSS) and regarded as the gold standard [5]. Specifically,
it is imaging of the swallowing movements of the oropharynx,
larynx, and esophagus, performed under X-ray fluoroscopy,
which is then played back slowly frame-by-frame to analyze
and detect abnormalities in swallowing capabilities.

In the VFSS, the temporal parameters are one of the most
important indicators used to assess swallowing disorders [6].
These parameters are generally divided into two types: Dura-
tions(the length of time for a distinct physiological swallow
event to occur) [7] and Intervals (the length of time between
two gestures in the swallow sequence) [8], [9]. In clinical ap-
plications, they are mainly obtained by manual frame-by-frame
observation of the videofluoroscopy by physicians, which is a
time-consuming and laborious process. In addition, it is difficult
to ensure objectivity and accuracy, since manual observation is
restricted by the doctors’ experience and professional ability.
Therefore, there is a strong need to model the micro-acton in
videofluoroscopic swallowing, so that the temporal parameters
can be automatically acquired. Inspired by the rapid develop-
ment of deep learning-based temporal action localization (TAL)
methods, we propose the use of the TAL paradigm to model
the micro-actions in videofluoroscopic swallowing, enabling
the automatic acquisition of the temporal parameters. The TAL
task is primarily concerned with locating the times at which the
action instances start and end and classifying the action instances
within long videos [10]. Furthermore, all existing TAL methods
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Fig. 1. Pipeline of the proposed temporal micro-action localization for
videofluoroscopic swallowing study.

often focus on recognizing everyday behaviors or sports events
in general videos [11]. In this article, we attempt to apply the TAL
paradigm to the identification of the micro-actions during swal-
lowing in the videofluoroscopic swallowing context. However,
it is very challenging to reach this goal for the following reasons.

First, the VFSS micro-action localization is a fine-grained
TAL task. The organ movements are small in magnitude, and
there is some overlap between them, which makes it difficult to
distinguish between different micro-actions. As shown in Fig. 1
the hyoid motion has a small amplitude, and the pharyngeal tran-
sit and hyoid motion overlap to a certain extent. To distinguish
these micro-actions, we need to focus on more video information
for fine-grained localization. Additionally, to obtain features
that are more sensitive to local changes, we adopt the method
local–global temporal encoder (LGTE) to enhance the feature
frame features using the neighboring features of each feature
frame. Notably, however, for individual micro-actions with dif-
ferent durations, using only a fixed window size would limit the
ability of the local temporal encoder in the attention mechanism
to locally model different micro-actions. In this article, we
propose the method Variable-Size Window Generator (VSWG),
which automatically learns the size of the feature frame region
from the features using the self-attentive mechanism feature en-
hancement method. Second, unlike general actions, swallowing
actions are short and occupy only small segment of the entire
video; in addition, each micro-action has a different duration.
For example, the entire video has a total duration exceeding
370 seconds. However, it only contains 5 clips of the whole
swallowing process, each lasting only a few seconds. Among
these clips, the oral transit action has a duration of 0.9 seconds,

while the swallow initiation is only 0.3 seconds. It is difficult for
traditional one-stage methods that directly extract information
from the entire video. Specifically, we accordingly propose a
coarse-to-fine action localization mechanism that consists of
two stages: the first stage localizes the entire swallowing action,
and the second stage localizes the timing of the seven stages of
micro-actions within that swallowing action. In summary, our
main contributions are as follows:

� To the best of our knowledge, this is the first time that
a deep learning TAL paradigm has been used to model
micro-actions in VFSS for automatic temporal parameter
capture.

� We propose a coarse-to-fine swallowing micro-action lo-
calization mechanism, which can effectively improve the
micro-action localization effect. Furthermore, based on
this localization mechanism, we propose a Variable-Size
Window Generator method to enhance the features. Ex-
perimental results show that our methods achieve 46.1%
in terms of mAP, which is 8.4% higher than the baseline
when tIou=0.5.

� We create the first dataset for micro-action TAL of VFSS,
by performing data cleaning, desensitization, and data
enhancement on a total of 847 VFSS from 71 subjects.

The remainder of this article is organized as follows. In Sec-
tion II, we discuss the related literature, including that pertaining
to VFSS methods and deep learning-based TAL. Section III
provides a detailed overview of our methods and the VFSS
dataset. In Section IV, we present the experiments and results
performed with the micro-actions TAL methods. Finally, we
conduct a short discussion and then conclude this article.

II. RELATED WORK

In this section, we summarize some of the progress made in
VFSS methods and temporal action localization (TAL) methods
based on deep learning.

A. Videofluoroscopic Swallowing Study (VFSS)

VFSS methods can be divided into qualitative analysis [12]
and quantitative analysis [13]. Qualitative analysis refers to the
clinician’s observation and assessment of the patient’s swal-
lowing function according to his or her own experience. This
is relatively easy to perform, efficient, and therefore widely
used in current clinical practice; however, it relies heavily on
the clinician’s experience and imaging quality and is highly
subjective.

Quantitative analysis requires the measurement and quantifi-
cation of temporal and kinematic parameters involved in the
swallowing process, making it more comprehensive and precise.
However, to obtain accurate parameters, quantitative analysis
requires a large number of manual markers, and accordingly
a complex process of measuring and quantifying parameters
that is very difficult to apply in clinical settings. To reduce the
effort associated with quantitative analysis, Kellen et al. [14]
manually label the hyoid region and use Sobel edge detection
to track the hyoid to calibrate the the motion of hyoid. Hoaasin
et al. [15] propose a semi-automatic method to automatically
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identify the region of interest before identifying the hyoid,
restricting the image processing to the region of interest, then
tracking the hyoid and quantifying its motion. Kim et al. [16]
propose a deep learning-based segmentation network to deter-
mine the motion trajectory of the hyoid bone. Lee et al. [13]
used a 3D convolutional neural network to classify swallowing
video clips and automatically detect the pharyngeal phase, Lee
et al. [17] develop a deep learning-based VFSS program that
can automatically detect both the presence of penetration or
aspiration swallowing disorders from swallowing videos among
patients with dysphagia. However, the above works primarily
focused on analyzing specific actions or examining the safety
of swallowing, similar to the Action Localization (AL) method,
which mainly considers the spatial relationships between objects
in video frames to predict action categories and spatial positions.
In contrast, our method models the extraction of VFSS temporal
parameters as a task of temporal micro-action localization, us-
ing deep learning methods to automatically extract these time-
related parameters. Similar to the TAL method, we primarily
focus on the temporal relationships between frames in the video
to predict action categories and temporal boundary information.

B. Deep Learning-Based Temporal Action Localization

Deep learning has many areas of application in health infor-
matics, including bioinformatics, medical imaging, pervasive
sensing, medical informatics, and public health [18]. The TAL
paradigm we adopted to model the micro-motion localization
method in VFFS is one such application in the field of medical
imaging. At present, there are two main categories of deep
learning-based TAL methods: skeleton-based and video content-
based methods. In skeleton-based TAL methods, action is de-
scribed by the change in the position of human joints between
the frames of a video as a result of the changes in the skeleton
sequences [19]. Song et al. [20] utilize the information from
the human skeleton to extract the most discriminating features
of human actions, thereby improving the action recognition
performance. Elkholy et al. [21] use body skeleton informa-
tion for detecting and identifying abnormal human behavior.
Skeleton data is not affected by background illumination, and
it is robust; however, performance depends on how well it is
extracted. Video content-based methods can be further divided
into anchor-based and anchor-free localization methods. The
anchor-based localization methods are top-down models [10],
[22], [23], [24], [25], which can be subdivided into one-stage
and two-stage methods. The one-stage methods predict each
temporal position and classification simultaneously by anchor-
ing frames (SSAD [22], GTAN [23], GCN [26], MGG [24]).
The two-stage method R-C3D [25], GCM [27] first proposes
action candidate frames and then classifies the candidate frame
regions. Inspired by the Faster R-CNN Framework [10], since
the anchor frames are predetermined, the performance of the
anchor-based temporal localization method is more dependent
on the prior knowledge of the action distribution. For their
part, the anchor-free localization methods employ a bottom-up
mechanism that detects the actions in the video by predicting an
action score for each frame [28], [29], [30], [31]. Each action

is a point and then regresses the distance from the point to the
start and end boundaries. The first purely anchor-free temporal
localization method, AFSD [28], in addition to methods such as
SSN [29], BSN [30], and BMN [31], introduces a confidence
map on top of BSN [30] that is capable of densely predicting
the boundary matching situation. Although the action probabil-
ity of each frame can provide a useful guide for pinpointing
the action boundaries, the incorrect prediction of a particular
frame can have a substantial adverse impact on the overall
action localization. In micro-action temporal localization, Mi
et al. [32] propose a dual-stream convolutional network based on
hierarchical pyramids to localize and recognize micro-actions.
Bandini et al. [33] release a new dataset for facial motion
analysis in individuals with neurological disorders and analysis
of face alignment bias. Philipp et al. [34] constructed dietary
gesture datasets and applied state-of-the-art action recognition
methods for gesture detection. Notably, however, although many
temporal localization methods have been proposed in recent
years, most of them are implemented based on generic datasets;
in contrast, relatively little research has been conducted on the
modeling of micro-actions as well as localization recognition.

III. PROPOSED METHOD

In this article, the automatic acquisition of the chronological
parameters is achieved by the positioning of the temporal micro-
action. In the micro-action localization task, the I3D model [35]
is used in the video feature extraction phase to extract the
optical flow features along with the RGB features of VFSS. The
captured features are combined in the channel dimension and
fed into the A2Net method [36]. The starting and ending times
of each action are first directly predicted using an end-to-end
approach, after which a coarse-to-fine mechanism is used to
optimize the experimental results, Moreover, a method of self-
attention mechanism with variable window size is proposed to
enhance the video features and thereby optimize the localization
of micro-actions.

A. Problem Definition

Given an untrimmed swallowing video V= {vi}li=1 with l
frames, acquisition of the temporal parameters in quantitative
analysis is achieved by locating the starting and ending times
of swallowing micro-actions in the VFSS. For simplicity, we
denote B(j) = {tsj , tej , cj} as all action instances in this video,
where tsj and tej are the starting time and ending time of the j-th
micro-action temporal parameters, and cj is the j-th category
label.

The analysis of temporal parameters in quantitative VFSS has
been mainly divided into durations and intervals [8], [9].

Duration time can also be defined as the period of time that an
anatomical structure will be in action within a single swallow,
and is used to examine the functional effect that this particular
structure will have. Interval time in swallowing refers to the
time between the actions of two organ structures and is typically
used to reflect the temporal sequence of the swallowing process.
The temporal parameters of VFSS are shown in the Temporal
Parameters column of Table I.
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TABLE I
THE DETAILS OF SWALLOWING MICRO-ACTION CATEGORY

B. VFSS Temporal Micro-Action Localization Dataset

1) Data Acquisition and Labeling: All the videos of fluoro-
scopic swallowing were accomplished by the dynamic digital
radiography machine for swallowing video/image acquisition at
the Third Affiliated Hospital of Sun Yat-Sen University. which
was digitally recorded as videos (format.AVI) by using the VFSS
Acquisition and Analysis system (Longest Inc., Guangzhou,
China) at 30 frames/sec. All videos were independently assessed
by two experienced clinicians. The total duration of the videos is
508 minutes and 21 seconds collected from 71 subjects. Among
them are 25 males and 46 females. We used a sliding window
approach for data enhancement to complete the dataset. In more
detail, for the one-stage approach, 32 seconds and 64 seconds
were used as the sliding window length, and one-fourth of its
length was used as the sliding step to intercept video clips from
the original video file. All video clips were required to contain
at least one complete swallowing process; otherwise, the video
clips were invalid. A total of 847 video clips were obtained after
the above operation, and the RGB input data needed for feature
extraction could also be obtained.

For each swallow, the key time of the start and end points
required for the temporal parameters were manually checked
frame by frame. Through these time points, the temporal coordi-
nates of the seven types of micro-actions, as well as the complete
swallowing process in the original video could be located [8].
The specific relevant correspondences are presented in Table I.
At the same time, it can be seen that there is a certain overlap
between the micro-actions. We performed a statistical analysis of
the average duration and sample variance for each micro-action
in the dataset in Table I. It can be seen that the average duration
of all micro-action is relatively short, with the longest being
the hyoid motion at only 1.674 s and the shortest being the
swallow initiation at only 0.334 s. The variances of the different
micro-actions also vary, with the largest variance being 0.588
and the smallest only 0.071. This indicates that the duration of
the micro-actions in the videofluoroscopic swallowing study is
short and inconsistent. Considering the characteristics of the
videofluoroscopic swallowing micro-actions, it is difficult to
localize the final results directly from the whole video.

2) Data Pre-Processing: The production of datasets mainly
involves the production of one-stage model datasets and the
training of coarse-to-fine model datasets. The one-stage ap-
proach requires predicting the start time, end times, and category
labels of each micro-action directly from the whole video.
Moreover, training of the one-stage model needs to be performed
on the dataset of a relatively long video. For this part, the
coarse-to-fine strategy first predicts the complete swallowing

process from the video and then predicts the micro-actions from
the swallowing process; thus, the model generally needs to be
trained on a shorter video. The collected dataset is divided into
training data, validation data, and test data in a ratio of 4:1:1. We
performed dataset partitioning on a per-subject basis, ensuring
that each person’s swallowing processes appeared in only one
dataset, thereby avoiding data leakage issues. For the coarse-to-
fine localization mechanism dataset, the sliding window length
is set to 4 seconds and the sliding window step is set to 3 frames.
The sliding window sampling process of the one-stage model is
also repeated to eventually obtain 9788 videos of 4 seconds in
length after the cut, and the annotation information is completed
in the same ways as the one-stage dataset processing process for
the coarse-to-fine localization mechanism.

3) Feature Representation: Most current feature representa-
tion methods for action recognition use RGB frames and optical
flow to capture appearance and motion information through
two-stream networks [35], [37]. In this work, we used two-
stream [35] for the extraction of the input video features for
encoding. For a given video, RGB features are extracted for
every video clip, and a matrix of size T×W × H × 3 is obtained
for each video. For each 8 frames of the matrix, the feature
frames are taken once in 3 steps to obtain the input data of
b× 8×W × H × 3, where b is the number of feature frames.
The time dimension T of the matrix is uniformly adjusted to 256
by linear interpolation, and the batchsize is set to 32; the result is
then input into the I3D model [35] to obtain a 256× 1024 feature
vector. Both the RGB features and optical flow features have the
same dimensionality. These features are then incorporated into
the dataset file, finalizing the training model dataset.

C. Coarse-to-Fine Localization Mechanism

Due to the short duration of micro-actions to be localized in
the video perspective swallowing temporal action localization
(TAL) task (less than one second on average), along with the
overlapping area between micro-actions, it is difficult to localize
the temporal information of micro-actions from the complete
video. To solve the above problem, we adopt a coarse-to-fine
localization mechanism to improve the effect, as shown in
Fig. 2. First, the whole swallowing process is localized from the
video, after which the swallowing candidate frames are filtered
with confidence thresholds; the features are then re-extracted
from the corresponding segments of the swallowing candidate
frames, and the extracted features are input separately into the
single-class localizer to predict the temporal information of the
corresponding micro-action categories. Finally, the predicted
candidate frame positions are summed with the offset of the
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Fig. 2. Proposed acquisition of temporal parameters for videofluoro-
scopic swallowing using a coarse-to-fine temporal action localization
mechanism.

localized video itself to obtain the results of the method. The
detailed process is as follows: First, the TV-L1 method [38]
is used to extract optical flow frames, and the RGB data and
optical flow data are separately input into the I3D model to
obtain the dual- stream features of the input video. Similarly
to the feature pyramid approach in object detection, to improve
the ability of the temporal action localization model to locate
actions at different temporal scales, dual stream features are
first input into a basic convolutional layer for dimensionality
reduction. The obtained features are then input into the LGTE
module [39] optimized by VSWG to obtain enhanced features.
These enhanced features are further processed by a hierarchical
feature module consisting of six layers with different kernel
sizes, resulting in six scale-specific feature maps.

We use both an anchor-free module and an anchor-based mod-
ule to predict potential candidate boxes for each scale-specific
feature map. Specifically, we divide the video into six equal-
length parts (128, 64, 32, 16, 8, 4), considering the start and end
positions of each part as the predefined temporal boundaries for
the anchor-free module. The center point position and temporal
duration of each part are considered as the anchor center point
position and temporal duration for the anchor-based module.
For the anchor-free module, we use the six-scale features to
predict the boundary offsets for each scale. For the anchor-based
module, we use the six-scale features to predict the center
points and temporal duration offsets for each scale. We then
merge the predicted candidate boxes from both branches and
apply non-maximum suppression to remove redundant candi-
date boxes, resulting in the final predictions of the one-stage
method. In the proposed method, we use A2Net [36] to train
a single-class localizer for each micro- action category in a
training set of shorter video duration, and moreover adopt a
stage-two localization approach based on the stage-one action
detectors.

D. Self-Attention Method With Variable Window Size

Due to the short duration of micro-actions in the VFSS with
localization tasks, it is necessary to acquire features that are more
sensitive to changes between nearby frames. To enhance the
video features so that they are more representative of the changes
between neighboring frames and the differences with the global

data of a particular frame, we apply a variable self-attention
mechanism [40], combining LGTE [39] and VSWG, to enhance
video features for micro-actions. This mechanism is built upon
a coarse-to-fine localization approach, aiming to improve the
effectiveness of localization.

1) Self-Attention Method for Feature Enhancement: The
features are divided into eight parts from the feature dimension,
four parts for local temporal encoder (LTE) processing and four
parts for global temporal encoder (GTE) processing, and the
neighboring window size of LTE is set to 41.

First, the region around the feature frame is intercepted using
a specific size window, and the feature frame and the feature
vector are linearly mapped with a learnable matrix and then self-
attention is applied to enhance the features within its surrounding
region, resulting in locally enhanced features. Furthermore, the
feature vector of the feature frame is linearly mapped with
another learnable matrix and then subjected to generate globally
enhanced features. At the same time, the feature frames are input
into the VSWG module to obtain the variable window weights
W v

i , and W v
i is multiplied with the local features obtained from

LTE, after which the LTE results are restricted to the predicted
window range by means of a mask. The enhanced local features
are concatenated together with the global features and multiplied
with a learnable matrix; subsequently, the obtained results are
passed through a feed-forward neural network to increase the
nonlinear parameters to further enhance the feature expression.
Finally, the enhanced features are obtained. More details as
shown in Fig. 3.

f l
i = Attention

(
γl(fi), ρ

l(fw), ϕ
l(fw)

)
(1)

where fi is the feature of the i-th feature frame in the video
feature, fw is the feature frame corresponding to the neighboring
window segment, f l

i is the feature of the i -th feature frame
following enhancement with neighboring features, and γl, ρl,
and ϕl are linear mapping functions that can be learned.

fg
i = Attention (γg(fi), ρ

g(fv), ϕ
g(fv)) (2)

The GTE calculation process is similar to LET, where fv is the
feature of the whole video, fg

i is the feature of the i-th feature
frame after enhancement with global features, and γg , ρg , and
ϕg are linear mapping functions that can be learned.

2) Variable-Size Window Generator: Considering the differ-
ent durations of individual micro-actions, using only a fixed-size
window size will limit the ability of the local temporal encoder
(LTE) to locally model different micro-actions. In this article,
we accordingly propose the Variable-Size Window Generator
method (VSWG) to for optimization. This method utilizes fea-
ture frame context information to dynamically learn the length
of the region to be attended by the feature frames from the
features. Specifically, for each feature framefi of a video feature,
a module consisting of an average pooling layer, leakyrelu, fully
connected layer, and sigmoid is used to predict the appropriate
one-way window size threshold for the current feature thi, which
can be calculated as follows:

thi = �(W + 1)/2�·Sigmoid(Linear(LeakyReLU

(AveragePool(fi)))) (3)
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Fig. 3. Detailed structure of the Self-attention method with variable window size enhancing features. The acquisition of the feature frames is
divided into two groups: one input to the global temporal encoder, and the other to the VSWG method that is integrated into the local temporal
encoder.

Fig. 4. Detailed operating of Variable-Size Window Generator method.

where W is the preset maximum window size and thi takes the
value range [0, �(W + 1)/2�].

p = [�(W − 1)/2�, . . ., 1, 0, 1, . . ., �(W − 1)/2�] (4)

ei = thi − p (5)

W v
i = Sigmoid (ei/T ) (6)

The value of ei is used to indicate whether each position within
the window range is within the predicted window size threshold.
The sigmoid function is then used to threshold ei and obtain an
approximate one-hot encoded weight sequence W v

i . Here T is a
control parameter of the sigmoid function, and the value of W v

i

is closer to one-hot encoding when T is smaller; more details of
its operation are presented in Fig. 4.

IV. EXPERIMENTS

In this section, we compare the baseline and coarse-to-fine
micro-action localization mechanism and present the experi-
mental results on a VFSS localization task.

A. Implementation Details

1) One-Stage Micro-Action Localization: We used the I3D
model [35] as the network for feature extraction. The obtained

optical flow, as well as the RGB features, were stitched to-
gether in the feature dimension to form 2048-dimensional fea-
ture values, which were then input into the model for local-
ization. Considering that there is a large overlap rate among
micro-actions in the swallowing video, and moreover that the
multi-classification cannot completely distinguish between and
localize micro-actions with a high overlap rate, we use the
A2Net model [36] for TAL on the swallowing video. The
single-classification and multi-classification methods are then
used to localize the swallowing videos. Finally, the effects of
the two localization methods are compared.

2) Coarse-to-Fine Micro-Action Localization: To improve the
micro-action localization performance, we conducted a coarse-
to-fine experiment based on the baseline method. In more de-
tail, we select the baseline model with the best localization
performance as the prediction model in the first stage of the
coarse-to-fine mechanism, then use the produced video clips to
train the localization model of micro-action classes required for
the second stage.

The whole swallowing process is first localized using the
overall swallowing action classification of the first stage. Subse-
quently, the action proposals with a confidence level greater than
0.5 in the localization results of the first stage are selected, after
which the time dimension of the obtained action proposals cen-
troids is extended outward to 4 seconds to obtain a new interval
containing complete swallowing candidate boxes as input to the
model. These data then need to be uniformly extended to 256 in
the time dimension by the linear difference method, after which
they are input into the I3D feature extraction model [35], and
the obtained dual-stream features are input into the single-class
classification of each micro-action. Finally, the micro-action
localization results are obtained.

B. Evaluation Metric

We use the evaluation metric mean average precision (mAP )
from ActivityNet for temporal action localization (TAL), where
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TABLE II
PERFORMANCE COMPARISONS WITH MULTI CLASSIFICATION AND SINGLE CLASSIFICATION VIDEO TEMPORAL ACTION LOCALIZATION IN ONE-STAGE

METHODS, MEASURED BY MAP(%)

AP is the evaluation metric for each action class andmAP is the
average result of AP s from multiple classes. In the evaluation
strategy, the confidence scores of the localized candidate frames
are ranked, and the top 100 are taken to calculate the finalmAP .
All the anchor frames are sorted from highest to lowest in order
of confidence size. From this, we can calculate the sequence of
anchor box recall and accuracy, which are computed as follows:

recall =
TN

TP + FN
(7)

precision =
TP

TP + FP
(8)

where TP is the current number of positive samples, FP is
the number of negative samples, and FN is the number of
undetected positive samples. The precision-recall curve can be
obtained by taking the recall rate as the horizontal axis and the
precision as the vertical axis. We calculate the area of the curve
and the coordinate axis to get the final value of AP.

C. Experimental Results Analysis

We first compare the effect of the localization method with
single-classification and multi-classification methods. Table II
summarizes the comparison performances on our dataset. In
terms of the specific micro-action localization effect, although
some micro-actions are better localized in the multi-method than
single under threshold 0.1:0.2, the single classification model lo-
calization effect is mostly better than multi-classification under
threshold 0.3:0.7.

The overall micro-actions localization mAP of the single-
classification method under threshold 0.5, the pharyngeal transit,
soft palate elevation, and UES opening micro-actions could
reach more than 60. In contrast, hyoid motion and swallow
initiation had the worst effect, at only 10.7 and 12.0; even
under threshold 0.1, they could only perform 36.3 and 33.4.
More details are shown in Table II. Since the videofluoroscopic
swallowing task can be performed offline and does not require
high inference speed, we choose the single-classification method
as the baseline for optimization.

To analyze the reasons for the differences in the localization
performance between different micro-actions, we can see in
Tables I and II that among the types of actions with positioning
effects greater than 60.0, pharyngeal transit and soft palate
elevation were above 1 s, and the mean duration of UES opening
was short, but its variance was only 0.071; moreover, the mean
duration of swallow initiation among the actions with the worst
positioning effects was only 0.334 s, and the mean duration
of hyoid motion was 1.674 s, although its variance was the
largest. This indicates that the difference in localization effect
among the different micro-actions is caused by the difference
in the mean duration and variance, which means the short and
unstable duration that leads to the poor localization effect of
some micro-actions. Considering that it is difficult to locate the
micro-action intervals directly from the whole video due to their
relatively short duration of micro-action, the optimization of
the model localization effect using a coarse-to-fine localization
mechanism is again considered. As can be seen from Table III,
the coarse-to-fine method achieves a significant approach that
improves the localization effect of each micro-action compared
to the one-stage method from Table II. The coarse-to-fine im-
proves the performance from 33.7 to 43.3 measured by average
mAP under an IoU threshold of 0.5 and is most significantly
improved when the IoU threshold is less than 0.5. Notably,
when the IoU threshold was 0.1, the coarse-to-fine method was
able to achieve 70.5, an improvement of about 15 relative to the
baseline method. These results indicate that the coarse-to-fine
method is more effective than the baseline method in “finding”
and “fixating” the action. Under threshold 0.1:0.7, using LGTE
alone does not optimize the coarse-to-fine method, and there is a
significant decrease in performance at multiple IoU thresholds.
More detailed information can be found in the Table III. This
occurs because different types of micro-actions have different
durations, and there are large duration fluctuations for the same
micro-action; therefore, using a fixed attention window of fixed
length cannot effectively obtain information from the video to
enhance the features. Moreover, the localization effect of the
model is further improved after we incorporate LGTE & VSWG
into the coarse-to-fine approach: mAP is improved by 2.9 under
threshold 0.4 and 2.8 under threshold 0.5.
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TABLE III
PERFORMANCE COMPARISONS WITH THE METHODS, MEASURED BY MAP(%)

TABLE IV
EFFECT OF DIFFERENT WINDOWSIZES ON THE LOCALIZATION

PERFORMANCE OF MICRO-ACTIONS, MEASURED BY AVERAGE MAP (%)

This indicates that the enhancement of video features using
the self-attention approach is effective. Moreover, from the data
in Table III, it can be seen that the hyoid motion (with the largest
variance and the most mAP) is improved by 14.5 under threshold
0.4 and 11.6 under threshold 0.5. Accordingly, the coarse-to-fine
architecture achieves a significant increase at all thresholds and
is also the most significant among several types of micro-actions,
which indicates that the enhanced features of our method have a
better enhancement effect for the more variable motions. Several
other action types with smaller variances also exhibit significant
improvement.

D. What WindowSize Should Be Set

In Table IV, we conducted experiments to explore the impact
of different WindowSize settings ranging from 5 to 51. We
observed that minimal WindowSize values led to an inadequate
collection of local details, limiting the model’s effectiveness in
capturing essential features. Conversely, when the WindowSize
was set to an extremely large value, it introduced excessive
global noise, negatively impacting overall performance. To
strike a balance between capturing local details and avoiding

Fig. 5. Visualization of the effect of three methods of localization (a).

excessive noise, we carefully evaluated the results for various
WindowSize settings. Among all the tested values, we found that
setting the WindowSize to 41 yielded the best performance for
the seven micro-actions in videofluoroscopic swallow studies.
Therefore, we ultimately set the WindowSize to 41 in our
experiments.

E. Qualitative Results

Given the significant improvements brought about by our
method, we next attempt to provide a more visual demonstration
of its effective role. We randomly select a video from the test
dataset and visualize results for the baseline method, the coarse-
to-fine localization architecture, and the effect of micro-action
localization after optimization with ours in Fig. 5. For the
baseline method, localization of micro-action from the entire
64 s duration video is very difficult, and the baseline method
prediction results have a true value without any prediction with
overlap to match it in the first micro-action positioning in the
video.

In the coarse-to-fine method prediction results, the ground
truths in the videos all have some overlap with the predicted
values, and the overlap range with the ground truth is greater than
the effect of the baseline method; this reflects that the coarse-
to-fine architecture is better at finding micro-actions compared
with the baseline method. In addition, it can be seen from the
figure that for those micro-actions that have been localized, the

Authorized licensed use limited to: SOUTH CHINA UNIVERSITY OF TECHNOLOGY. Downloaded on April 25,2025 at 10:29:39 UTC from IEEE Xplore.  Restrictions apply. 



5912 IEEE JOURNAL OF BIOMEDICAL AND HEALTH INFORMATICS, VOL. 27, NO. 12, DECEMBER 2023

Fig. 6. Visualization of the effect of three methods of localization (b).

Fig. 7. Visualization of the effect of our method on micro-actions.

model is more accurate in localizing the boundaries following
the optimization of our feature enhancement.

We also visualize the effect from an entire video of 32 s in
duration. As shown in Fig. 6, overlap with ground truth can be
found in the prediction results of both the baseline and coarse-
to-fine localization methods. The visualization results further
show that the coarse-to-fine prediction results are closer to the
ground truth values than the baseline, which intuitively reflects
that the coarse-to-fine method is more accurate in regressing the
micro-actions boundaries than the baseline method. In addition,
we also visualize the localization effect of our method on micro-
actions, as shown in Fig. 7, our method can more accurately
localize each swallowing micro-action. For example, our method
for localization of the swallow initiation is very close to Ground
truth(GT) in a short duration, and the model is more accurate
for TAL on micro-actions. The acquisition of time parameters
of each VFSS is more accurate.

V. DISCUSSION

In this article, we propose a method TAL for automatically
obtaining time parameters in VFSS. Swallowing disorders are
a common medical issue that can severely impact a patient’s
quality of life. Accurately diagnosing these disorders is cru-
cial for effective treatment, and VFSS is a widely used di-
agnostic tool. However, manually analyzing VFSS videos is
time-consuming and requires specialized expertise. The TAL
method is a significant contribution to the field, as it can au-
tomatically extract temporal information from VFSS videos,

reducing the workload of medical professionals and increasing
the accuracy of diagnoses. Meanwhile, we also introduce a new
dataset containing videos of swallowing micro-actions, along
with their corresponding clinical analyses. This dataset is the
first of its kind and is expected to have a significant impact
on the field. It can facilitate the development of new methods
for acquiring temporal parameters in VFSS and the creation of
intelligent complementary medical systems. It can also serve as
a benchmark dataset for future research.

To improve the effectiveness of the I3D model in feature
extraction on the swallowing micro-action dataset, we fine-tune
the model and perform a series of exploratory experiments on
VFSS. These experiments provided valuable insights into the
micro-action TAL accuracy. As shown in Tables II and III, these
results support the use of the coarse-to-fine & LGTE& VSWG
method.

The proposed method achieves high accuracy in extracting
temporal information from VFSS videos, providing a promising
approach for the automated diagnosis of swallowing disorders.
In the future, we plan to further enrich the dataset by annotating
key points for swallowing organs and incorporating key point
sequence information to guide micro-action feature extraction.
These improvements are expected to enhance micro-action lo-
calization and improve the accuracy of temporal parameter
acquisition, enabling more precise diagnoses of swallowing
disorders. Overall, this article presents a valuable contribution
to the field of swallowing disorder diagnosis and treatment, and
we believe it will have a significant impact on future research in
this area.

VI. CONCLUSION

In this article, we developed the first VFSS micro-action
localization dataset. Moreover, the existing feature extraction
and temporal localization model is applied to obtain the temporal
parameters of the swallowing video by fine-tuning the temporal
localization of the seven micro-actions in a videofluoroscopic
swallowing video. We experimentally demonstrated that using
the coarse-to-fine method outperformed the one-stage method
by a large margin (43.3% vs. 37.7%).

For different individuals between whom there are large fluc-
tuations in the duration of VFSS micro-actions, we propose a
Variable-Size Window Generator method based on the existing
self-attention mechanism to enhance video features and thereby
enhance the model’s representation ability. Finally, the proposed
method achieves a result of mAP@0.5=46.1.

Therefore, new VFSS micro-action localization datasets be-
ing made available may enable automated assessments of swal-
lowing disorders to become more accurate.
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