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Abstract—Visual question answering (VQA) is a prevalent
task in real-world, and plays an essential role in helping the
blind understand the physical world. However, due to the real-
world complexity, VQA test samples may come from a different
distribution from the training data, resulting in unavoidable
performance degradation. This similar issue also exists in the image
recognition field, in which one most recent effective solutions is
a test-time adaptation (TTA). TTA adapts a trained model at
test time using only test samples, which provides a new idea to
alleviate the analogous issue in VQA. However, naively introducing
existing TTA methods (e.g., test-time entropy minimisation) into
VQA is imperfect and achieves only marginal performance gain.
The reason is that prior methods do not consider the special nature
of the VQA problem and ignore that 1) the biased samples in the
dataset may have negative effects on test-time model adaptation,
and 2) the model may have captured the biases in the dataset. In
this paper, we propose Test-time Debiased Self-supervised (TDS)
learning objectives for VQA model adaptation. Specifically, we
minimise the entropy for those unbiased test samples. To identify
these samples, we construct a negative sample for each test sample,
and regard the test samples as unbiased if the output answers are
different when feeding the test sample and the counterpart negative
sample into the VQA model. Meanwhile, we also remove those
samples with high prediction entropy from adaptation, making
the test-time gradients more reliable. To hinder the model from
excessively fitting the superficial correlations of the biased sample,
we adopt the biased samples and the counterpart negative samples
to assist the adaptation. Extensive experiments on the VQA-CP v1
and VQA-CP v2 datasets demonstrate the effectiveness of our TDS.

Index Terms—Test-time adaptation, visual question answering,
test-time debiased self-supervised.
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I. INTRODUCTION

V ISION-AND-LANGUAGE tasks [1], [2], [3], [4], [5] be-
come more and more pervasive in human daily life. For

example, visual-language navigation (VLN) [3], [6], [7] tasks
require agents to follow the indications from the humans. Visual
question answering (VQA) [8], [9], [10] tasks can help visually
impaired people to understand the physical world by question
answering. The most advanced techniques in the above tasks
often rely on deep neural networks (DNN) and have achieved
outstanding performance. One assumption of the supervised
DNN-based learning methods is the training and testing data dis-
tributions are similar, to guarantee that the deep model trained
on training data can generalise to testing data well. However,
the test scenarios in the real world may be more complex, and
thus the test samples may be drawn from a different distribu-
tion from the training data. For example, the answer distribution
of training and testing data in the VQA-CP v2 [11] dataset is
different, resulting in severe performance degradation of prior
methods [11], [12]. Thus, when encountering distribution shifts
of test samples, appropriately adapting the deployed model is
necessary to guarantee performance.

Recently, in the image classification field, fully test-time adap-
tation approaches [14], [15], [16] have been proposed to address
the analogous distribution shift issues. These methods are able
to online adapt any pre-trained model on a mini-batch or single
test sample, and can significantly improve the model perfor-
mance on out-of-distribution (OOD) test datasets. Tent [14] first
proposes to adapt a pre-trained model at test time by minimis-
ing the entropy of test samples, which significantly boosts the
model performance. However, as pointed out by EATA [15], not
all test samples can benefit test-time model adaptation. Thus, the
authors identify unreliable samples and omit the gradients pro-
duced by these samples, which further improves the adaptation
performance and efficiency. In addition to entropy minimisation,
MEMO [16] further introduces prediction consistency maximi-
sation of one sample’s different augmentation views, which en-
ables the adaptation of even one single test sample.

Inspired by the success of the above fully test-time adapta-
tion methods on image classification, we seek to alleviate the
distribution shift issue in VQA through the test-time adaptation
manner. However, naively transferring prior methods into the
VQA field may be unsuitable. Specifically, applying previous
TTA methods to the VQA field still poses the following chal-
lenges: 1) These methods ignore the bias issue [12], [17] in the
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Fig. 1. Examples of the answer distribution about the question “How many
people are in . . . ” on the VQA-CP v2 [11] datasets. Specifically, on the training
set, the answers are mainly distributed in “2”, while on the test set, “2” only
occupies little part of the answers. UpDn [13] model captures the biases between
the questions and answers in the training set, and thus tends to adopt the “bias”
to answer the question instead of the reasoning ability.

process of test-time adaptation. Since most machine learning
datasets inevitably contain biases (For example, in Fig. 1, the
VQA-CP v2 dataset has severe bias issue), minimising the en-
tropy of biased samples to update the model may have adverse
effects on the model performance. 2) These methods ignore that
the model may have captured the biases in the datasets (As shown
in Fig. 1, Updn [13] model has captured the biases in the training
set). Alleviating the bias issue during the test-time adaptation is
important, which can promote the model to use reasoning ability
to answer questions. However, how to alleviate the bias at test
time is still an open question.

To address these challenges, in this paper, we propose a novel
method named test-time debiased self-supervisions (TDS) to im-
prove the model performance on the OOD dataset at test time.
Specifically, to eliminate the entropy of biased samples, we first
require to recognise the biased samples. The bias issue usually
denotes that the VQA model captures the shortcut between the
questions and answers to answer the questions, without consid-
ering the image. From this perspective, the VQA model may
output the same answer given biased sample (vi, qi) and its
counterpart negative sample (v̂i, qi). Thus, to find the biased
samples, we first consider constructing the negative samples by
randomly sampling one image v̂i in a mini-batch data for each
sample. Then regarding the samples as biased samples if the
output answers are the same when feeding the samples and their
counterpart negative samples to the VQA model. Moreover, we
set a threshold to filter the samples with high entropy before the
model adaptation to improve adaptation stability. Finally, to al-
leviate the bias at test time, we consider inhibiting the model to
excessively fit the superficial correlations of the biased samples,
which can be achieved by minimising the possibility of predict-
ing the answer of biased samples and their counterpart nega-
tive samples. Experiments on the VQA-CP v1 and VQA-CP v2
datasets demonstrate the effectiveness of our proposed TDS.

Our contributions can be summarised as follows:

� We investigate the effects of test-time adaptation in VQA,
and provide a new perspective for the VQA field to boost
a pre-trained model’s performance when test samples have
a different distribution from the training data.

� We devise a debiased test-time entropy minimisation ob-
jective that identifies biased samples and then omits the
gradients of these samples during test-time adaptation.

� We propose to alleviate the bias in the VQA model at
test time by minimising the prediction of the highest
score of the biased samples and the counterpart negative
samples.

II. RELATED WORK

A. Visual Question Answering

Visual question answering (VQA) task requires an agent to
answer the textual question based on a corresponding image,
which has been proposed by [18]. This task is challenging, and
requires the agent to master a powerful reasoning ability to
be accomplished. Nevertheless, many researchers have make
many efforts to accomplish this task, which can be categorised
mainly into three types, namely attention mechanism based
methods [19], [20], [21], graph learning based methods [1],
[22], [23], and knowledge based methods [24], [25], [26].
Moreover, to evaluate these methods, many benchmark datasets
have been proposed, such as VQA v1 [18] and VQA v2 [27].
However, existing datasets inevitably have biases, which hinder
the development of the VQA. For example, on the VQA v1 [18]
dataset, one can answer “yes” to the question type “Do you
see a . . . ” without considering the rest part of the question
and the information of the image, which would obtain around
87% accuracy. To alleviate this issue, Goyal et al. [27] balance
the VQA v1 dataset by collecting complementary images to
form the VQA v2 dataset. However, these datasets still contain
superficial correlations that are easy captured by the VQA mod-
els. To further evaluate the true reasoning ability of the VQA
model, Agrawal et al. constructed the out-of-distribution (OOD)
dataset named VQA-CP v2 [11] by re-organising the training
and validation sets of the VQA v2 dataset, where the answer
distributions in training and test sets of VQA-CP v2 are differ-
ent. Thus, the VQA-CP v2 dataset provides a new testbed for
verifying the true reasoning ability and robustness of the VQA
models.

B. Overcome Biases in VQA

Although existing methods [19], [22], [28] can achieve
promising performance on the in-domain datasets (e.g., VQA
v2 [27] dataset), the performance would decrease severely
when encountering out-of-domain datasets (e.g., VQA-CP v2
dataset [11]), which limits the deployment of the VQA model
in real-world. To alleviate the bias issue in VQA, some meth-
ods [12], [29], [30], [31] seek to introduce debiased techniques
in training time. Specifically, these methods can be divided into
two types based on whether adopting data augmentation tech-
niques. The methods without data augmentation seek to directly
weaken the language bias [12], [17], [30] or augment the visual
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representation [32], [33], while data augmentation based meth-
ods [29], [34], [35], [36], [37] attempt to balance the biased
training set to implicitly alleviate the bias issue.

For the methods without data augmentation, some meth-
ods [12], [17], [30], [36] constructed additional unimodal
branches in training time to capture the biases to be removed,
which introduces additional computational overhead. Moreover,
CF-VQA [30] even introduces additional additional parameters
in the inference phase. To make the VQA models focus more
on the visual or text information, some methods [32], [33] in-
troduce human based annotations to assist the training process
to strengthen the visual grounding. However, these methods re-
quire expensive human based annotations that are hard to be
obtained.

For the data augmentation based methods, CSS-VQA [29]
and Mutant [37] methods generated massive counterfactual sam-
ples by masking the vital objects and words in the images and
questions, respectively, to assist the training process. However,
these methods required expensive annotations. Moreover, to mit-
igate the dependency on the expensive annotations, some meth-
ods [34], [35], [36], [38] constructed negative samples based on
the available samples to balance the dataset.

These methods address the bias issue by introducing debiased
techniques mainly in training time. In this paper, we argue that
the bias issue is also inevitable in test-time adaptation, and pro-
vide an additional perspective to alleviate the bias in the fully
test-time adaptation setting. Moreover, these methods usually
adopt the test set to select the best model. However, in real-world
applications, the information about the OOD distribution should
also be unavailable until we evaluate the model. In this sense,
when one deployed model encounters data that have different
distributions from the training data, alleviating the dataset shift
in test time based on the test data may be a better solution.

C. Test-Time Adaption

Test-time adaptation [14], [15], [39], [40], [41], [42], [43],
[44], [45], [46] seeks to adapt a model learned from a source
training domain to a potentially shifted target test domain, where
only test samples are used for adaptation. Specifically, TTT first
proposes the pipeline of test-time training [39], in which the au-
thors train a classification model using both a supervised learn-
ing objective and self-supervision (rotation prediction [47]).
Then, given a test sample, TTT will first train the model using
this sample with self-supervised rotation prediction and then use
the updated model for the final prediction. Although effective
at handling test shifts, TTT alters the model training process,
which may be very impractical in some real-world applications.
To avoid altering the training process and relying on the access to
original training data, Tent [14] proposes a fully test-time adap-
tation, in which the authors put forward to minimise the unsuper-
vised entropy of test samples. Based on the Tent, MEMO [16]
adopts the data augmentation techniques to augment the images,
and updates the model with these samples. Moreover, DDA [48]
proposed to first adopt the diffusion model to mitigate the shift of
the image, and then predict the processed samples without updat-
ing the model. However, during the test-time adaptation process,

compared with Tent, MEMO and DDA are computationally ex-
pensive and inefficient. Similar to MEMO, TPT [42] proposes
to adapt the prompt parameters guided by the entropy of the
samples to improve the CLIP [49] model’s performance. More-
over, CoTTA [43] considers a new continual test-time adap-
tation setting, i.e., target domain distribution can change over
time, and devises a novel method to address the error accumula-
tion and catastrophic forgetting issues in the setting. Motivated
by the inherent uncertainty around the conditions that will ul-
timately be encountered, LAME [44] introduces the Laplacian
Adjusted Maximum-likelihood Estimation objective, in which
the objective is addressed by adapting the model’s output in the
concave-convex procedure.

After that, the idea of test-time adaptation has been applied
to many real-world applications, such as reinforcement learn-
ing [50], [51], human pose estimation [52], single image dehaz-
ing [53], dynamic scene deblurring [54], and so on. In our work,
we consider the special nature of the visual question answer-
ing (VQA) problem and then devise an efficient fully test-time
adaptation method for VQA.

III. PROBLEM DEFINITION

In visual question answering (VQA), many models ob-
tain promising performance in the IID dataset (e.g., VQA v2
dataset [27]) while suffering severe performance degradation
when the answer distribution differs between training and test-
ing (e.g., VQA-CP dataset [11]). This phenomenon hinders the
usage when the deployed VQA model encounters data from
different answer distributions. To alleviate this issue, in this pa-
per, we seek to study how to adapt a pre-trained VQA model
at test time to improve the model performance given only the
pre-trained VQA model and the test data, without the test label
and source training data.

Without loss generality, let Mθp be a VQA model that is pre-
trained on labelled training data Ds = {(vi, qi, ai)}Ns

i=1, where
θp denotes the parameters of the pre-trained VQA model. When
a VQA model is deployed for the first time, in some cases, we
may not have access to the source data due to privacy reasons.
And there are no ground truth labels provided because they are
test data (Dt = {(vj , qj)}Nt

j=1). In this way, our aim is to boost
the model performance on the out-of-distribution (OOD) test set
with only the test data, which can be formulated as:

min
θp

− 1

Nt

Nt∑

j=1

L((vj , qj); θp), (1)

where (vj , qj) ∈ Dt, and θp are the parameters of the VQA
model that requires to be updated. However, how to adapt the
VQA model to the OOD test set is still an open question.

IV. TEST-TIME VQA MODEL ADAPTATION WITH DEBIASED

SELF-SUPERVISIONS

In this paper, we seek to improve the VQA model performance
on the out-of-distribution (OOD) test set at test time by using
only the unlabelled test samples, which is vital in real-world
model deployment. To this end, we propose a TDS method.
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Fig. 2. Overview of our TDS method. Given a pre-trained model Mθp , we seek to conduct test-time adaptation to improve the performance by updating the
parameters θp with only the test data without a label. Specifically, given the predictions ppos, we consider filtering the samples with high entropy to mitigate the
negative effect of unreliable samples. Moreover, we construct the negative samples by randomly sampling one image in a mini-batch for each sample to assist to
find and filter the biased samples. Finally, we adopt the biased samples and the counterpart negative samples to alleviate the bias in the VQA model.

Specifically, to adapt the pre-trained VQA model Mθp to the
OOD test set, one intuitive way is to regard the learning objective
L(·) as an entropy minimisation problem, i.e.,

min
θp

1

Nt

Nt∑

j=1

E((vj , qj); θp)

= min
θp

− 1

Nt

Nt∑

j=1

∑

a∈A
Mθp(a|vj , qj) logMθp(a|vj , qj), (2)

where A denotes the collection of the candidate answers. This
paradigm has been studied in the test-time adaption on the im-
age classification task [14], [15]. However, as is known to all,
most machine learning datasets inevitably contain biases. The
VQA model may capture the biases instead of learning the rea-
soning ability. In this sense, we should filter the biased sample
before adopting the entropy of the samples to adapt the model
(Section IV-A1). Moreover, not all entropy of the samples for
updating the model is helpful [15], we thus further filter the
samples with high predicted entropy (Section IV-A2). Besides
filtering the entropy of the biased sample, we further propose
to inhibit the VQA model to learn the biases from the biased
sample at test time (Section IV-B). By adopting the above three
techniques, the VQA model is able to adapt to the OOD test set
at test time well.

A. Selective Test-Time Entropy Minimisation

1) Biased Samples Identification: Due to the existence of
biases in the dataset, the VQA model inevitably captures the
biases, i.e., the model excessively relies on superficial correla-
tions to answer questions, instead of mastering the reasoning
ability [17], [30], [36]. In this sense, adapting the VQA model
using biased samples may be detrimental.

To alleviate the above issue, we require to identify the biased
samples and then remove the entropy generated from these sam-
ples. Thus, the issue is transformed into how to recognise the
biased samples. In general, the bias issue usually denotes the
superficial correlations between the questions and answers [17],
[30]. In other words, the model tends to answer the questions

without focusing on the images. From this perspective, given
a pair of test sample (vj , qj), when answering the question qj ,
if the sample is biased, the VQA model would output similar
predictions regardless of which image it is.

Based on this intuition, we consider constructing the nega-
tive samples as the counterpart of the test sample to recognise
the biased samples. Specifically, given a mini-batch of test data
{(vj , qj)}Bj=1, for each sample (vj , qj), we construct the nega-
tive sample (ṽj , qj) by randomly sampling one image ṽj from
the mini-batch of images {vj}Bj=1. By feeding the test samples
and the counterpart negative samples to the VQA model, we
would obtain two types of predictions ppos and pneg , i.e.,

ppos
j = Mθp(A|vj , qj), pneg

j = Mθp(A|ṽj , qj). (3)

Then we regard the samples as the biased samples when the
top-1 answer between the two predictions are the same, i.e.,
argmax(ppos

j )==argmax(pneg
j ). Thus, the process of filter-

ing the biased samples can be formulated as:

Tbias(vj , qj) = I{argmax(ppos
j ) �=argmax(pneg

j )}(vj , qj), (4)

where the operation argmax is to find an index that has a maxi-
mum value among the predictions, I(·) is an indicator function,
i.e., the value is 1 ifargmax(ppos

j ) is not equal toargmax(pneg
j ),

and 0 otherwise. In this way, we are able to alleviate the negative
effect of the biased samples when adapting the VQA model to
the OOD test set.

Note that when test batch size B equals 1, we construct neg-
ative image ṽj for a single test sample by generating the Gaus-
sian noises of the same size as the image features. Results in
Section V-D2 show that this strategy works well.

2) Unreliable Samples Identification: The samples with high
entropy demonstrate the predictions of the VQA model on these
samples are uncertain. Thus, the gradient generated by the en-
tropy loss of these samples may be unreliable [15]. To get rid of
the negative effect of these samples, we introduce a pre-defined
entropy threshold Et to filter the samples with high entropy,
which can be formulated as:

Tent(vj , qj) = I{E((vj ,qj);θp)<Et}(vj , qj), (5)
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where E((vj , qj); θp) denotes the entropy of the sample (vj , qj)
based on the prediction of VQA model Mθp , and I(·) is an
indicator function, i.e., the value is 1 if the entropy of sample
j smaller than the threshold Et, and 0 otherwise. In this way,
we are able to filter the samples with high entropy and remain
relatively reliable samples to update the VQA model at test time.

Note that the threshold Et can be defined based on the num-
ber of candidate answers C, i.e., Et = α lnC, where α ∈ [0, 1]
is a hyper-parameter that adjusts the threshold of the entropy.
More results about the ablation studies of the α can be found in
Section V-D1.

3) Selective Entropy Loss: Based on the above, when adapt-
ing the VQA model at test time, we remove the entropy of un-
reliable and biased samples to mitigate the negative effect of
these samples. Based on the (4) and (5), the selective entropy
loss Lent is formulated as:

Lent =
1

Nt

Nt∑

j=1

Tent(vj , qj)T
bias(vj , qj)E((vj , qj); θp). (6)

B. Instance-Level Test-Time Bias Alleviation

The above techniques mainly filter the samples that have high
entropy or are biased when adapting the VQA model to the OOD
test set. Different from above, in this part, we seek to alleviate
the bias directly in the VQA model.

Before introducing the adapting technique, we first require
to recognise the true biased samples. Although we have found
the biased samples in Section IV-A1, some biased samples may
be pseudo due to the uncertainty of the model to the samples.
In other words, when encountering samples with high entropy,
feeding the counterpart negative samples to the VQA model
may obtain similar output due to the uncertainty of the model,
leading to the samples being regarded as biased samples. Thus,
the biased samples may contain two characterises, namely, 1) the
samples should be reliable, i.e., the samples have low entropy; 2)
Feeding the VQA model with the initial samples and counterpart
negative samples, respectively, would obtain the same answers.
In this way, we obtain the true biased samples by T̃bias(vj , qj) =
Tent(vj , qj)(1−Tbias(vj , qj)).

Generally speaking, the bias issue is that the VQA model
excessively fits the superficial correlations between the questions
and answers. To alleviate the bias, inspired by [34], [35], [36],
when feeding the biased test samples and counterpart negative
samples to the VQA model, we seek to hinder the VQA model
from correctly answering the question, which can be achieved by
minimising the prediction of the ground-truth answer. However,
since we cannot have the access to the ground-truth answer of
the test samples, we consider the prediction with the highest
score as the pseudo label, i.e., k = argmax(ppos

j ). In this way,
the debiased loss Ld_bias can be formulated as:

Ld_bias = T̃bias(vj , qj)softmax(ppos
j )[k]

+ T̃bias(vj , qj)softmax(pneg
j )[k]. (7)

Note that ifk corresponds to the ground-truth answer, optimising
the VQA model with the first part of Ld_bias is able to alleviate

Algorithm 1: The Pipeline of Proposed TDS.

Require: Test samples Dt={(vj , qj)}Nt
j=1, the pre-trained

model Mθp(·), batch size B.
1: for a mini-batch Db={(vb, qb)}Bb=1 in Dt do
2: Calculate the predictions ppos for the samples

(vb, qb) ∈ Db with the model Mθp(·) via (3).
3: Obtain the indicators Tent(vj , qj), Tbias(vj , qj) and

T̃bias(vj , qj) via (4) and (5).
4: Update the model Mθp with (8).
5: end for
Ensure: The predictions {ppos}Nt

j=1 for all (vj , qj) ∈ Dt.

the bias (i.e., do not excessively fit the superficial correlations),
to some extent. Minimising the last part of Ld_bias is able to
promote the VQA model to focus on the image, since the model
cannot answer the question correctly when given the mismatched
question and image.

In total, our method mainly contains two types of loss, namely,
the selective entropy loss Lent and debiased loss Lbias, which
can be formulated as:

Ltotal = γ1Lent + γ2Ld_bias. (8)

We set γ1 = γ2 = 1.0 without any tuning for all experiments,
showing the metric of hyper-parameters insensitivity.

V. EXPERIMENTS

In this section, we evaluate the proposed method TDS
in the setting of fully test-time adaptation on the out-of-
distribution (OOD) benchmark datasets VQA-CP v1 [11] and
VQA-CP v2 [11], where the training and testing answer distri-
butions of these datasets are different.

A. Datasets and Compared Methods

1) VQA-CP v2 Dataset: To evaluate the robustness of the
VQA model, Agrawal et al. [11] re-organised the training and
validation splits of the VQA v2 [27] dataset, in which the answer
distributions between the training and test sets of the VQA-CP
v2 dataset are highly different. Specifically, the training set of
VQA-CP v2 contains approximately 121 k images and 438 k
questions, while the test set contains approximately 98 k images
and 220 k questions. Training the traditional VQA model [13],
[55], [56] based on this dataset would inevitably capture the
biases, and achieve poor performance.

2) VQA-CP v1 Dataset: Similar to the VQA-CP v2 dataset,
the VQA-CP v1 dataset is also constructed by re-splitting the
training and validation sets of the VQA v1 [18] dataset to make
the answer distributions between the training and test splits are
different. Specifically, VQA-CP v1 dataset contains approxi-
mately 118 k images and 244 K questions for training, and con-
tains about 87 k images and 125 K questions for testing.

3) Compared Methods: We compare our TDS with the
state-of-the-art fully test-time adaptation methods, including
Tent [14], ETA [15], TPT [42], CoTTA [43], and LAME [44].
Specifically, Tent minimises the entropy of the samples at test
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TABLE I
COMPARISONS WITH THE STATE-OF-THE-ART METHODS ON THE VQA-CP V2 AND VQA-CP V1 TEST SET IN TERMS OF ACCURACY (%)

The baseline model is UpDn. ‘ENT’ denotes removing the sample with high entropy Via eq. (5). ‘Bias’ denotes removing the sample with bias Via eq. 

(4). ‘BIAS SAMPL’ denotes minimising the score with the highest prediction on the true bias samples by part of eq.(7).

time to adapt the models. Inspired by Tent, ETA still adopts the
entropy of the samples as the optimisation objective to adapt the
models, in which the entropy generated by unreliable and redun-
dant samples is excluded. TPT [42] adapts the model parame-
ters guided by the entropy of the augmented samples to improve
model performance. CoTTA [43] uses the weight-averaged and
augmentation-averaged predictions as pseudo-labels to guide the
test-time adaptation. LAME [44] introduces the Laplacian Ad-
justed Maximum-likelihood Estimation objective, in which the
objective is addressed by adapting the model’s output in the
concave-convex procedure.

B. Implementation Details

In a real-world scenario, the deployed VQA system would first
output an answer immediately when the users pose a question,
and then collect the question-image-answer pairs for the subse-
quent model adaptation. To simulate this scenario, we suppose
a VQA model pre-trained on the VQA-CP [11] v2 training set
as a deployed VQA system, and the VQA-CP v2 test set is re-
garded as the questions that the users proposed. In this way, the
test-time adaptation process in VQA is step-wise, i.e., for each
mini-batch data, the VQA system predicts the answer first, and
then updates the VQA model based on the current data. The de-
tailed pipeline of our TDS can be found in Algorithm 1 of the
manuscript.

On the VQA-CP v1 and VQA-CP v2 dataset, following ex-
isting debiased VQA methods [34], [36], we extract the object
features of the images by adopting the object detection method
Faster-RCNN [57] pre-trained by [13]. In each image, we extract
the top-36 object features, and the dimension of each feature is
2048. Moreover, we truncate or pad each question into the same
length, i.e., 14, and then encode each word with Glove [58]
embedding with the dimension of 300. The dimension of the
hidden state is set to 512. On the VQA-CP v2 dataset, we col-
lect 2274 candidate answers that are occur more than 9 times in
the training set, while we obtain 1691 candidate answers on the
VQA-CP v1 dataset. We implement our entire method based on
PyTorch [59].

Note that our method is model-agnostic, which can be ap-
plied to different baseline models. In our experiments, we select

three mainstream baseline models, namely, UpDn [13], ViL-
BERT [56], and LXMERT [55].

We adopt the SGD optimiser with momentum is 0.9 to update
the models. The learning rate of the UpDn model is set to 0.01,
and the batch size is set to 512. Due to the limitation of the
memory, in ViLBERT, the batch size is set to 32 and the learning
rate is 0.0002, while in LXMERT the batch size is set to 32, and
the learning rate is 0.0001. The source code and the pre-trained
models are available at TDS.

C. Evaluation on the VQA-CP v1 and VQA-CP v2 Datasets

1) Quantitative Results: We compare our TDS with other
state-of-the-art methods on the VQA-CP v1 and VQA-CP v2
datasets [11] in terms of Accuracy, and report the experimen-
tal results in Table I. From these results, we have the follow-
ing observations: 1) The compared methods (e.g., Tent [14],
ETA [15], CoTTA [43], and TPT [42]) obtain higher accuracy
compared with the baseline model UpDn. These results demon-
strate that adopting entropy minimisation as the learning ob-
jective is able to improve model performance in the setting of
fully test-time adaptation in VQA, to some extent. Moreover,
LAME introduces Laplacian Adjusted Maximum-likelihood Es-
timation objective to adjust the model’s output, which also im-
proves the model performance. However, these methods ignore
the bias issue, and thus the improvement is marginal. 2) Our
TDS outperforms all the compared methods. Specifically, our
TDS surpasses UpDn [13], Tent [14], ETA [15], LAME [44],
CoTTA [43], and TPT [42] by around 5% on the VQA-CP v2
dataset, while exceeding all the compared methods (i.e., UpDn,
Tent, ETA, LAME, CoTTA, and TPT) by around 6.5% on the
VQA-CP v1 dataset. These results further demonstrate that in
the VQA field, only considering removing the samples with high
entropy (i.e., ETA) is not enough in the fully test-time adapta-
tion setting, while alleviating the bias issue is also important and
necessary.

Moreover, on the VQA-CP v2 dataset, our TDS performs
worse than other methods on the answer type of ‘Number’. To
analyse the results, we visualise the answer distributions on the
question type ‘How many . . . ’ in Fig. 3. From these results,
ETA and Tent methods ignore the bias issue, and excessively fit
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Fig. 3. Qualitative comparisons of the answer distributions about the question
type ‘How many . . . ’ among Updn [13], Tent [14], ETA [15], and our TDS on
the VQA-CP v2 test set.

the biased samples more than the UpDn model, thus achieving
comparable results with UpDn. Nevertheless, our TDS consid-
ers the bias issue, and thus the answer distribution is different
from that in the baseline model UpDn. However, since missing
the supervision from the ground-truth label, our TDS performs
unsatisfactorily on the answer type ‘Number’.

2) Qualitative Results: To further demonstrate the effective-
ness of our proposed methods, we provide some qualitative re-
sults on the VQA-CP v2 test set in Figs. 4, and 5. As shown in the
results in Fig. 4, the Tent and ETA methods can not find the target
object in the image, and thus output the wrong answers. Instead,
our method is able to locate the target object in the image with
high weight, and make a correct prediction. Moreover, in Fig. 5,
we visualise the answer distributions of different methods about
different question types (i.e., “Dose the . . . ”, “What color . . . ”,
and “Is this . . . ”). From these results, our TDS is able to ad-
just the biased answer distributions of the UpDn model trained
from the training set to approach the test answer distribution.
In contrast, other compared methods still suffer from the bias
issue and obtain similar answer distribution with the training set
but different from the test set. These qualitative results further
demonstrate the effectiveness of our TDS.

D. Ablation Studies

1) Effect of the Hyper-Parameter α That Adjusts the Thresh-
old of the Entropy: As referred to in Section IV-A2, we require to
determine the pre-defined entropy threshold Et. Specifically, in
the VQA-CP v2 dataset, we collect 2274 candidate answers that
occur more than 9 times in the training set, then the maximum
entropy is ln 2274 ≈ 7.73. Based on the maximum entropy, we
conduct ablation studies on the hyper-parameterα that can adjust
the threshold of the entropy, and show the experimental results
in Table II. From these results, we find that with the increase
of the α, the accuracy of our TDS decreases gradually, which
further verifies that the samples with high entropy would hurt

TABLE II
EFFECT OF THE α (REFER TO IN SECTION IV-A2) THAT ADJUSTS THE

THRESHOLD OF THE ENTROPY ON THE MODEL PERFORMANCE IN TERMS OF

ACCURACY (%). THE BASELINE MODEL IS UPDN

TABLE III
EFFECT OF BATCH SIZE (BS) ON THE MODEL PERFORMANCE IN TERMS OF

ACCURACY (%). THE BASELINE MODEL IS UPDN

the model performance in the setting of fully test-time adapta-
tion. Moreover, our TDS (ENT) method with α = 0.1 achieves
comparable but slightly worse than that withα = 0.2. The small
α corresponds to the strict threshold Et, which may exclude the
samples that are helpful for the test-time model adaptation in
VQA.

2) Effect of the Batch Size on the Model Performance: To
evaluate the batch size on the model performance, we conduct
experiments on different batch size, and present the experimental
results in Table III. From the results, we have the following
observations: 1) With the decrease in the batch size, the overall
accuracy improves gradually. In this paper, we do not carefully
tune the batch size and simply set it to a universal one (i.e., batch
size is 512), which is the same as that in the training process.
Moreover, small batch size denotes the VQA models are adapted
more frequently, and thus further improve the VQA models’
performance, which is reasonable and practical. 2) Our TDS
method is robust on arbitrary batch size, which demonstrates the
superiority of our TDS. 3) Following ETA [15] and Tent [14], we
also apply our TDS to an extreme condition, i.e., batch size is 1.
From the results, our TDS with batch size 1 achieves comparable
performance compared to that equipped with any batch size,
embodying the robustness of our method, which demonstrates
our TDS is able to apply to real-world scenarios.

3) Effect of Each Component on the Model Performance:
To demonstrate the effectiveness of each component in our
proposed method, we conduct ablation studies regarding each
component in our TDS on the VQA-CP v1 and VQA-CP v2
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Fig. 4. Qualitative comparisons among Tent [14], ETA [15], and our TDS on the VQA-CP v2 test set. For each example, we put the bounding box with the
highest attention weights in the image and show the answers with the top-5 predictions. The bold, red answer is the ground-truth answer.

Fig. 5. Qualitative comparisons of the answer distributions about different question types among UpDn [13], Tent [14], ETA [15], and our TDS on the VQA-CP
v2 test set.
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TABLE IV
EXPERIMENTAL RESULTS OF OUR TDS WITH DIFFERENT BACKBONE MODELS ON THE VQA-CP V1 AND VQA-CP V2 DATASET. WE OBTAIN ALL BASELINE

MODELS BASED ON THEIR OFFICIAL GITHUB REPOSITORY

datasets, and the experimental results are shown in Table I. From
these results, we have the following observations: 1) Filtering
the samples with high entropy only is able to promote the
model performance in fully test-time adaptation (refer to Lines
1–4), which demonstrates that the samples with high entropy
have a negative effect on adapting the model. 2) When further
filtering the biased samples, the model performance would be
improved again (i.e., from 41.27% to 45.32% on the VQA-CP
v2 dataset, while from 38.71% to 43.68% on the VQA-CP v1
dataset). These results demonstrate that alleviating the bias
issue in the TTA setting is significant and not ignored. 3) Except
for filtering the biased samples, alleviating the bias issue using
the biased samples would improve the model performance
(i.e., refer to Lines 5–7). The results show that alleviating
the bias in the biased VQA model has a positive effect on
the model adaptation. In total, these results demonstrate the
effectiveness of each component in our method on the model
performance.

4) Evaluation of Trainable Parameters: To further verify the
effect of the trainable parameters, we conduct experiments re-
garding the number of trainable parameters on the VQA-CP v2
test set with the baseline model UpDn. Specifically, we consider
an additional variant that trains the classifier only in the exper-
iments, and the results can be found in Table V. From these
results, we find that: 1) When filtering the samples with high en-
tropy only, the variant of training only classifier achieves higher
performance than that training all the parameters. The test set in-
evitably contains biased samples, which may hinder the model’s
performance in the process of model adaptation. When perform-
ing the model adaptation, only updating the parameters of the
classifier may be less affected by the biased samples than up-
dating all the parameters, thus achieving higher performance. 2)
When alleviating the bias issue in the adapting process, these
two settings obtain higher performance, while training all the
parameters performs better than that training the classifier only,
which demonstrates the importance and necessity of alleviating
the bias issue in the fully test-time adaptation setting. Moreover,
these results further provide a guidance on the trade-off between
accuracy and computational overhead.

5) Evaluation of Different Baseline Models: Our proposed
method is model-agnostic. To demonstrate the effectiveness of
our method on different baseline models, we perform experi-
ments on the VQA-CP v1 and VQA-CP v2 datasets by using
different baseline models (i.e., UpDn [13], LXMERT [55], and

TABLE V
EFFECT OF THE TRAINABLE PARAMETERS ON THE MODEL PERFORMANCE IN

TERMS OF ACCURACY (%)

‘CLS’ denotes that we only train the parameters of the classifier, and fix the rest of the 

parameters. The baseline model is UpDn.

ViLBERT [56]), and the experimental results are shown in Ta-
ble IV. From these results, our TDS is able to promote the
model performance regardless of the baseline models, which
demonstrates that our TDS is model-agnostic, embodying the
superiority of our method.

VI. CONCLUSION

In this paper, we have proposed a novel method named TDS
to improve the VQA model performance at test time using only
the test data without labels. Specifically, to alleviate the negative
effect of the samples with high entropy, we set a threshold of
entropy to filter the samples whose entropy is higher than the
threshold. Moreover, when performing model adaptation dur-
ing test time, the bias issue cannot be ignored. Thus, we first
require to recognise the biased samples, and then remove the
entropy of these samples. To find the biased samples, we con-
sider constructing a negative sample for each sample, and re-
gard the samples as biased samples if the output answers are
the same when feeding the samples and the counterpart neg-
ative samples into the VQA model. Except for removing the
entropy of biased samples, we also consider mitigating the bias
in the VQA model by using biased samples, i.e., minimising
the possibility of predicting the answer of biased samples and
their counterpart negative samples. Extensive experiments on
the VQA-CP v2 dataset demonstrate the effectiveness of our
TDS.
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