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Towards Lightweight Super-Resolution With Dual
Regression Learning

Yong Guo , Mingkui Tan , Zeshuai Deng , Jingdong Wang , Qi Chen, Jiezhang Cao ,
Yanwu Xu , and Jian Chen

Abstract—Deep neural networks have exhibited remarkable
performance in image super-resolution (SR) tasks by learning a
mapping from low-resolution (LR) images to high-resolution (HR)
images. However, the SR problem is typically an ill-posed problem
and existing methods would come with several limitations. First, the
possible mapping space of SR can be extremely large since there
may exist many different HR images that can be super-resolved
from the same LR image. As a result, it is hard to directly learn
a promising SR mapping from such a large space. Second, it is
often inevitable to develop very large models with extremely high
computational cost to yield promising SR performance. In practice,
one can use model compression techniques to obtain compact
models by reducing model redundancy. Nevertheless, it is hard
for existing model compression methods to accurately identify the
redundant components due to the extremely large SR mapping
space. To alleviate the first challenge, we propose a dual regression
learning scheme to reduce the space of possible SR mappings.
Specifically, in addition to the mapping from LR to HR images,
we learn an additional dual regression mapping to estimate the
downsampling kernel and reconstruct LR images. In this way, the
dual mapping acts as a constraint to reduce the space of possible
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mappings. To address the second challenge, we propose a dual re-
gression compression (DRC) method to reduce model redundancy
in both layer-level and channel-level based on channel pruning.
Specifically, we first develop a channel number search method that
minimizes the dual regression loss to determine the redundancy of
each layer. Given the searched channel numbers, we further exploit
the dual regression manner to evaluate the importance of channels
and prune the redundant ones. Extensive experiments show the
effectiveness of our method in obtaining accurate and efficient SR
models.

Index Terms—Image super-resolution, dual regression, closed-
loop learning, lightweight models.

I. INTRODUCTION

D EEP neural networks (DNNs) have been the workhorse
of many real-world applications, including image classi-

fication [1], [2] and image restoration [3], [4], [5], [6], [7], [8],
[9], [10], [11], [12], [13], [14]. Recently, image super-resolution
(SR) has become an important task that aims to learn a non-
linear mapping to reconstruct high-resolution (HR) images from
low-resolution (LR) images. Nevertheless, the SR problem is
typically an ill-posed problem and it is non-trivial to learn an
effective SR model due to several underlying challenges.

First, the space of possible SR mapping functions can be
extremely large since there exist many HR images that can
be super-resolved from the same LR image [15]. In practice,
most methods directly optimize the reconstruction loss (e.g.,
MAE or MSE) in HR domain and often easily obtain very
blurry results with insufficient high-frequency information [16].
In other words, these undesired blurry solutions may take up the
majority of the space of SR mapping to be learned and make the
whole learning space extremely large. As a result, it is non-trivial
to find a promising one from such a large space. To alleviate this
issue, existing methods seek to increase the model capacity (e.g.,
EDSR [17] and RCAN [18]) and minimize the reconstruction
error between the super-resolved images and the ground-truth
HR images. However, these methods still suffer from such a
large space of possible SR mapping functions (See analysis in
Section III-A) and often yield limited performance. Thus, how
to reduce the possible space of the mapping functions to boost
the training of SR models becomes an important problem.

Second, most SR models often contain a large number of
parameters and come with extremely high computational cost.
To address this, many efforts have been made to design efficient
SR models [19], [20]. However, these models often incur a
dramatic performance gap compared with state-of-the-art SR
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TABLE I
PERFORMANCE COMPARISONS FOR 4× IMAGE SUPER-RESOLUTION

methods [21], [22]. Unlike these methods, one can also exploit
model compression techniques (e.g., channel pruning) to obtain
lightweight models. Nevertheless, it is non-trivial to identify
the redundant components (e.g., channels) in SR models due
to the large possible mapping space. Specifically, given an
inaccurate SR mapping, the estimated/predicted redundancy of
model components may be also very inaccurate. More critically,
the redundancy may vary a lot among different layers in the
model and different channels in each layer, making it harder to
identify the redundant components.

In this paper, we propose a novel dual regression learning
scheme to obtain accurate and efficient SR models. To reduce the
possible mapping space, we introduce an additional constraint
that encourages the super-resolved images to reconstruct the in-
put LR images. Suppose there are some high-frequency textures
(e.g., contour of object or human hair) inside LR images, this
constraint guarantees that the super-resolved images are able to
preserve the high-frequency information if they can perfectly
reconstruct the original LR images. In other words, we are able
to effectively exclude a large number of solutions that catas-
trophically lose these high-frequency textures even though they
perform very well on the low-frequency parts (often with a very
small loss w.r.t. MAE or MSE). With this constraint, the dual
regression scheme improves SR performance by reducing the
space of possible SR mappings, yielding a smaller generalization
bound than existing methods (See Theorem 1).

To obtain effective lightweight SR models, we propose a
search-guided pruning pipeline, named the dual regression

compression (DRC) method, to reduce the model redundancy
in both layer-level and channel-level. Specifically, we first
determine the redundancy of each layer by performing channel
number search with our dual regression scheme. Unlike existing
methods, we design an importance-aware search strategy to
facilitate the channel number search for pruning. Then, we
exploit the dual regression scheme to evaluate the importance
of channels and prune those redundant ones according to the
searched channel numbers. Extensive experiments under both
the non-blind and blind SR settings demonstrate the superiority
of our method (See results in Tables I, II and III).

Our contributions are summarized as follows:
� To alleviate the issue of extremely large SR mapping

space incurred by the nature of ill-posed problems, we
propose a dual regression learning scheme that introduces
an additional dual mapping to reconstruct LR images. The
dual mapping acts as a constraint to reduce the space of
possible SR mapping functions and enhance the training
of SR models.

� Unlike most model compression methods, we propose
a search-guided pruning pipeline, dual regression com-
pression method (DRC), to exploit a reduced map-
ping space to identify both the layer-level and channel-
level redundancy. Specifically, we design an importance-
aware search strategy to identify the redundancy of
each layer and search for a promising channel con-
figuration for the subsequent pruning process. Then,
we conduct channel pruning to remove the redundant
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TABLE II
COMPARISON WITH LIGHTWEIGHT SR MODELS AND PRUNING METHODS ON FIVE BENCHMARKS FOR 4× SR

TABLE III
QUANTITATIVE COMPARISONS ON DIV2KRK [113] UNDER THE BLIND

SETTING. ON.

channels according to the searched channel number
configuration.

� Extensive experiments demonstrate the flexibility of our
dual regression scheme for SR. In practice, our method
is applicable to boost the training and model compression
for both CNN-based and transformer-based SR models.
Furthermore, we demonstrate that our DRC scheme is able
to achieve a lossless compression to reduce the compu-
tational cost under both the non-blind and the blind SR
settings.

This paper extends our preliminary version [23] from several
aspects. 1) We propose a dual regression compression scheme

(DRC) to achieve lossless compression for SR models. Unlike
most existing methods, our DRC simultaneously conduct chan-
nel number search and channel pruning to enhance the perfor-
mance of model compression. 2) We present a dual regression
based channel number search method to identify the layer-level
redundancy by determining the number of channels for each
layer. During the search process, we design an importance-
aware search strategy to facilitate the channel number search
for pruning. 3) We develop a dual regression based channel
pruning algorithm that exploits the dual regression manner to
evaluate the importance of channels when performing channel
pruning. 4) We conduct more experiments on both CNN-based
and transformer-based SR models to investigate the effect of our
dual regression scheme. 5) We demonstrate the effectiveness
of our dual regression compression scheme under both the
non-blind and blind SR settings.

II. RELATED WORK

A. Image Super-Resolution

Existing SR methods mainly include interpolation-based ap-
proaches [24], [25], [26], [27] and reconstruction-based meth-
ods [18], [28], [29], [30], [31]. Interpolation-based methods
may oversimplify the SR problem and usually generate blurry
images [32], [33]. The reconstruction-based methods [34], [35],
[36] reconstruct the HR images from LR images. Following such
methods, many CNN-based methods [37], [38], [39], [40], [41],
[42], [43] were developed to learn a reconstruction mapping.

Recently, Ledig et al. [32] propose a deep residual network
SRResNet for super-resolution. Lim et al. [17] remove unnec-
essary modules in the residual network [1] and design a very
wide network EDSR. Haris et al. [28] propose a back-projection
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network (DBPN) to iteratively produce LR and HR images.
Zhang et al. [18] propose a channel attention mechanism to
build a deep model called RCAN to further improve the SR
performance. Mei et al. [21] propose a Cross-Scale Non-Local
attention module for more accurate image SR. Niu et al. [22]
propose a holistic attention network (HAN) to model the in-
terdependencies among layers, channels, and spatial positions.
Liang et al. [44] develop a transformer model to improve the per-
formance of image restoration. Chen et al. [45] further propose
a dual aggregation transformer to effectively aggregate features
across spatial and channel dimensions. Moreover, Zhang et al.
[46] focus on blind deblurring and develop a pixel screening
based intermediate correction method. However, the training
process of these methods still has a very large space of the
possible SR mappings, making it hard to learn a good solution
in practice.

B. Lightweight Model Techniques

Lightweight models have gained great attention in recent
years [47], [48]. One can obtain lightweight models by directly
designing efficient architectures or distilling knowledge from
other models. Hui et al. [20] propose an information distil-
lation block to extract the local long and short-path features
for lightweight SR networks. Zhang et al. [49] propose a re-
parameterizable building block for efficient SR. However, these
models often incur a dramatic performance gap compared to
state-of-the-art SR methods [21], [22]. Besides these methods,
one can enhance the lightweight SR performance using knowl-
edge distillation technique [50], [51], [52]. Gao et al. [50] use a
lightweight student SR model to learn the knowledge from the
deeper teacher SR network. Lee et al. [51] propose a distillation
framework that leverages HR images as privileged information
to boost the training of the student network. Wang et al. [53]
explore the sparsity in image SR and predict a pixel-level redun-
dancy mask to improve the inference efficiency of SR networks.
Yu et al. [51] propose a hyperparameter optimization method
to search for an efficient architecture for super-resolution from
scratch. Yu et al. [54] shares a similar idea with us to search/find
the optimal number of channels. However, both methods define
a very limited search space where all the blocks/cells share
the same number of channels, ignoring the differences of re-
dundancy among different layers. Thus, they cannot identify
the layer-wise redundancy of channels and may still result in
suboptimal model performance. Zhan et al. [55] further combine
neural architecture search with layer-wise pruning strategy to
obtain efficient SR models.

Besides these methods, we can also use model compression
techniques to obtain lightweight models [56], [57], [58], [59]. As
one of the predominant approaches, channel pruning [60], [61],
[62], [63], [64], [65] seeks to remove the redundant channels
of deep models to obtain compact subnets. It has been shown
that these subnets often come with promising accuracy [66]
and robustness [67], [68], [69]. Recently, Hou et al. [70] use
conditional covariance [71] to measure the importance of chan-
nels to the final output of SR models. Li et al. [72] propose a
differentiable meta channel pruning method (DHP) to compress

Fig. 1. The proposed dual regression learning scheme contains a primal
regression task for SR and a dual regression task to reconstruct LR images.
The primal and dual regression tasks form a closed-loop.

SR models. Zhang et al. [73] impose regularization on the pruned
structure to ensure the locations of pruned filters are aligned
across different layers of residual blocks. In addition, some
quantization-based methods [74], [75], [76] exploit low bits
to accelerate the inference speed of SR models. However, it
is still non-trivial for these methods to identify the redundant
components due to the extremely large possible function space.

Unlike them, we seek to reduce the possible function space to
alleviate the training/compression difficulty. Thus, it becomes
possible to obtain lightweight SR models without significant
performance degradation (See Table II).

C. Dual Learning

Dual learning [77], [78], [79], [80] contains a primal model
and a dual model and learns two opposite mappings simulta-
neously to enhance the performance of language translation.
Recently, this scheme has also been used to perform image
translation without paired training data [81], [82]. Specifically,
a cycle consistency loss is proposed to avoid the mode collapse
issue of GAN methods [81], [83], [84] and help minimize
the distribution divergence. However, these methods cannot be
directly applied to the standard SR problem. By contrast, we
use the closed-loop to reduce the space of possible functions of
SR. Moreover, we consider learning asymmetric mappings and
provide a theoretical guarantee on the rationality and necessity
of using a cycle.

III. DUAL REGRESSION NETWORKS

In this paper, we propose a dual regression learning scheme
to obtain accurate and efficient SR models. As shown in Fig. 1,
we introduce a constraint on LR images to reduce the space of
possible SR mapping functions. To further reduce the model
redundancy, we propose a dual regression compression (DRC)
method to compress large models (See Fig. 2). For convenience,
we term our models Dual Regression Networks (DRNs).

A. Dual Regression Learning for Super-Resolution

Due to the nature of the ill-posed problems, the space of pos-
sible SR mapping functions can be extremely large, making the
training very difficult. To alleviate this issue, we propose a dual
regression learning scheme by introducing an additional con-
straint on LR data. From Fig. 1, besides the mapping LR→ HR,

Authorized licensed use limited to: SOUTH CHINA UNIVERSITY OF TECHNOLOGY. Downloaded on April 25,2025 at 13:58:41 UTC from IEEE Xplore.  Restrictions apply. 



GUO et al.: TOWARDS LIGHTWEIGHT SUPER-RESOLUTION WITH DUAL REGRESSION LEARNING 8369

Fig. 2. Overview of the dual regression compression (DRC) approach. Given a target compression ratio r, we first determine the redundancy of each layer by
performing the dual regression based channel number search. Then, according to the searched channel numbers, we evaluate the importance of channels and prune
those redundant ones to obtain the compressed model̂P .

we also learn an inverse/dual mapping from the super-resolved
images back to LR images. Let x∈X be LR images and y∈Y be
HR images. Unlike existing methods, we simultaneously learn a
primal mappingP to reconstruct HR images and a dual mapping
D to reconstruct LR images. Formally, we formulate the SR
problem into the dual regression learning scheme which involves
two regression tasks.

Definition 1 (Primal Regression Task for SR): We seek to find
a function P : X→Y , such that the prediction P (x) is similar to
its corresponding HR image y.

Definition 2 (Dual Regression Task for SR): We seek to find
a functionD: Y→X , such that the prediction ofD(y) is similar
to the original input LR image x.

The primal and dual learning tasks form a closed-loop and
provide important supervision to train the models P and D. If
P (x) was the correct HR image, then the downsampled image
D(P (x)) should be very close to the input LR image x. By
jointly learning these two tasks, we train the models based onN
paired samples{(xi,yi)}Ni=1, wherexi andyi denote the ith pair
of LR and HR images. Let LP and LD be the loss function (�1-
norm) for the primal and dual tasks, respectively. The training
loss becomes

LDR(P,D) =
1

N

N∑
i=1

LP (P (xi),yi)︸ ︷︷ ︸
primal regression loss

+ λLD (D(P (xi)),xi)︸ ︷︷ ︸
dual regression loss

. (1)

Here, λ controls the weight of the dual regression loss (See the
sensitivity analysis of λ in Section V-D).

More critically, we also theoretically justify our method. In
practice, our method has a smaller generalization bound than
the vanilla training methods (i.e., without the dual mapping).
In other words, our method helps to learn a more accurate LR
→ HR mapping and improve SR performance. We summarize
the theoretical analysis in Theorem 1 and put the proof in
supplementary.

Theorem 1: Let LDR(P,D) be a mapping from X×Y to
[0, 1] and Hdual be the function space. Let N denote the num-
ber of samples and R̂DL

Z represent the empirical Rademacher
complexity [85] of dual learning. We use B(P ), P∈H to de-
note the generalization bound of the supervised learning w.r.t.
the Rademacher complexity R̂SL

Z (H). For any error δ>0,
the generalization bound of the dual regression scheme is

B(P,D)=2R̂DL
Z (Hdual)+3

√
1

2 N log( 2δ ). Based on the defini-
tion of the Rademacher complexity, the capacity of the function
space Hdual is smaller than the capacity of function space H,
i.e., R̂DL

Z ≤ R̂SL
Z . In this sense, the dual regression scheme has

a smaller generalization bound than the vanilla learning scheme

B(P,D) ≤ B(P ).
Differences from CycleGAN based methods [81], [82]: Both

DRN and CycleGAN [81] exploit the similar idea of building
a cycle, but they have several essential differences. First, they
consider different objectives. CycleGAN uses cycles to help
minimize distribution divergence but DRN builds a cycle to
improve reconstruction performance. Second, they consider dif-
ferent cycle/dual mappings. CycleGAN learns two symmetric
mappings but DRN considers learning asymmetric mappings.
Essentially, the primal mapping LR → HR is much more com-
plex than the dual mapping HR → LR. Considering this, we
design the dual model with a very small CNN (See the detailed
model design in supplementary) and introduce a tradeoff pa-
rameter λ in (1). Third, our dual regression method is a more
general scheme that can be used in more application scenarios
than CycleGAN. Specifically, our method is a plug-and-play
module that can be used to enhance diverse SR models and/or
conduct model compression. By contrast, CycleGAN cannot be
directly applied on top of diverse SR models since it naturally
requires the dual model to have the same architecture as the
original/primal model. Such a large dual model may increase
the training difficulty and introduce a lot of redundancy. Instead,
our method builds a very simple dual model that is more suitable
for SR tasks where the downsampling mapping is much easier
to learn than the upsampling mapping. Experiments show that
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Algorithm 1: Dual Regression Based Channel Number
Search.

DRC performs well on both CNN-based and transformer-based
architectures, and under both non-blind and blind SR settings
(See results in Tables I, II, and III).

B. Dual Regression Compression

Most SR models have extremely high computational cost and
cannot be directly deployed to the devices with limited com-
putation resources. To alleviate this issue, one can apply model
compression techniques to obtain lightweight models. However,
it is non-trivial to accurately identify the redundant components
(e.g., layers or channels) due to the extremely large mapping
space. Specifically, once we learn an inaccurate SR mapping,
the predicted model redundancy may be also inaccurate, leading
to significant performance drop (See results in Tables II).

To address the above issues, we build a lightweight dual
regression compression method based on channel pruning tech-
niques to compress SR models in a reduced mapping space. Let
ψ(·) be the function to measure the computational cost of models
(e.g., the number of parameters). Given a primal model P and a
target compression ratio r, we seek to obtain a compressed model
P̂ that satisfies the constraint ψ(P̂ ) ≤ (1− r)ψ(P ). Supposing
that bothP and P̂ share the same dual modelD, the optimization
problem becomes

min
̂P

LDR(P̂ ,D) s.t. ψ(P̂ ) ≤ (1− r)ψ(P ). (2)

In this paper, we seek to reduce the model redundancy in
both layer-level and channel-level. As shown in Fig. 2, we first
determine the redundancy for each layer by performing dual
regression channel number search. Then, we exploit the dual
regression scheme to evaluate the importance of channels and
prune the redundant ones according to the searched channel
numbers.

1) Dual Regression Based Channel Number Search: Most
channel pruning methods adopt a hand-crafted compression pol-
icy to prune deep models [90], [91], e.g., pruning 50% channels
in all the layers. However, such a compression policy may not
be optimal since different layers often have different redun-
dancy [92]. To address this issue, we propose a dual regression
channel number search method to recognize the redundancy of
each layer by determining the promising number of channels to
be preserved. To save the training cost, we follow [65], [89] and
use the weight-sharing strategy. Unlike existing search methods,
we propose an importance-aware search strategy to select chan-
nels according to their importance during the search process. We
show the details of the proposed method in Algorithm 1.

Given a primal model P with L layers, we use {cl}Ll=1 to
denote the channel numbers of different layers. To obtain a
model that satisfies the target compression ratio r, for any layer
l, we first remove cl · r channels and then investigate whether
we can further remove more channels without degrading the
performance. Nevertheless, the search space would be extremely
large since the candidate channel number can be any positive
integer lower than cl. To alleviate this issue, we construct the
search space by considering a set of candidate scaling factors
V = {50%, 60%, 70%, 80%, 90%, 100%} to scale the channel
number. Specifically, for the lth layer, we seek to select a
scaling factor v̂ ∈ V to obtain the resultant channel number
ĉl = cl · (1− r) · v̂ in the compressed model. Notably, for the
lth layer, we use r to define the maximum number of channels
cl · (1− r), which acts as the upper bound of the candidate
channel numbers during the search process. We use six v for each
layer to define the search space of candidate channel numbers,
which enables selecting different channel numbers that are not
larger than the upper bound.

Given a target compression ratio r and a candidate scaling
factor v, we need to select k = cl · (1− r) · v channels to build
the lth layer. As shown in Fig. 4(a) and (b), most search methods
do not consider the importance of channels when determining
the optimal channel configuration. The ignoration of channel
importance may cause inconsistency between channel number
search and channel pruning, resulting in limited performance
(See Table IV). To address this issue, we adopt the consis-
tent criterion of evaluating channel importance during both the
search process and the following pruning process. As shown in
Fig. 4(c), we first rank the channels according to their impor-
tance in terms of the �1-norm on the weights of each channel.
Then, we selected the top-k important channels based on the
ranking result. In this sense, we optimize the top-k important
channels instead of only the first k channels. We highlight that
the importance rank of channels can be continuously updated
during the search process since we also optimize the weights at
the same time.

To find the promising channel configurations, we adopt the
differentiable search strategy [93] by relaxing the search space
to be continuous. For any layer l, we construct a channel number
configuration αl ∈ R|V| in which each element α(v)

l indicates
the importance of a specific scaling factor v. For any layer l,
let X(l) be the input features, W(l) be the parameters, and ⊗
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TABLE IV
EFFECT OF IMPORTANCE-AWARE SEARCH AND DUAL REGRESSION SCHEME ON SR MODEL COMPRESSION FOR 4× SR

be the convolutional operation. For convenience, we use X
(l)
[1:k]

and W
(l)
[1:k] to denote the features and parameters w.r.t. the top-

k important channels (see the channel selection in Fig. 4(c)).
In this paper, we use c(v)l to denote the number of channels
specified by a specific scaling factor v. Following [93], we relax
the categorical choice of a particular factor as a softmax over
all possible factors. Then, we use the sum operation to make the
search space continuous and the search process differentiable.
Formally, the output of the lth layer is

X(l+1) =
∑
v∈V

exp(α
(v)
l )∑

v′∈V exp(α
(v′)
l )

X
(l)

[1:c
(v)
l ]

⊗W
(l)

[1:c
(v)
l ]

. (3)

With the continuous relaxation, the task of channel number
search becomes learning a set of continuous variables α =
{αl}Ll=1. As shown in Algorithm 1, for any layer l, we obtain the
resultant channel numbers by selecting the most likely element
in αl.

Due to the extremely large function space of the ill-posed SR
problem that contains a lot of undesired blurry solutions, it is
non-trivial to accurately identify the redundancy of each layer
for most search methods. To enhance the search process, we
minimize the dual regression loss to reduce the space of possible
mapping functions. Let Ltrain

DR and Lval
DR be the dual regression

loss computed on the training data and validation data. Here, we
use the continuous variables α and the model parameters W to
represent the primal model P = (α;W). Given a dual model
D, the optimization problem of channel number search becomes

min
α

Lval
DR ((α;W∗), D)

s.t. W∗ = argmin
W

Ltrain
DR ((α;W), D) . (4)

Differences from DARTS [93]: Our DRC has essential dif-
ferences from DARTS. First, we design an importance-aware
search strategy to facilitate the channel number search for
pruning. Instead, DARTS are designed for architecture design,
which does not involve important channel selection. Therefore,
it is easier for our proposed DRS than DARTS to identify
the channel redundancy for each layer. Our searched model
outperforms that searched by DARTS significantly (see results in
Table IV). Second, the formulation of our dual regression-based
channel number search (DRS) is different from DARTS. Our
DRS is built upon our dual regression scheme, which helps to
constrain the complex possible function space of the ill-posed
SR optimization problem (see Theorem 1). Thus, our DRS

makes it easier to identify the layer-wise redundancy for channel
pruning, resulting in lightweight SR models without significant
performance degradation after channel pruning. Instead, without
using the dual regression scheme, DARTS makes it hard to
recognize the redundancy of SR models accurately. Thus, it
may only obtain less compact models with larger performance
degradation (see results in Table IV).

2) Dual Regression Based Channel Pruning: Based on the
searched channel numbers, we still need to determine which
channels should be pruned.

One of the key challenges is how to accurately evaluate the
importance of channels.

To address this, we develop a dual regression channel pruning
method that exploits the dual regression scheme to identify the
important channels. We show our method in Fig. 3.

LetP and P̂ be the original primal model and the compressed
model, respectively. We use X(l+1) and X̂(l+1) to denote the
output feature maps of the lth layer in P and P̂ . Given the
searched channel numbers {ĉl}Ll=1, we seek to select the chan-
nels which really contribute to SR performance. Nevertheless,
this goal is non-trivial to achieve due to the extremely large
mapping space incurred by the ill-posed problem. To address
this issue, we exploit the dual regression scheme to evaluate the
importance of channels. Specifically, we consider one channel
as an important one if it helps to reduce the dual regression loss
LDR(P̂ ,D). Moreover, for any layer l, we also minimize the
reconstruction error [90], [102] of the feature maps between
P and P̂ , i.e., LM(X(l+1), X̂(l+1)), to further improve the
performance. Given a specific channel number ĉl, we impose
an �0-norm constraint ‖W(l)‖0≤ĉl on the number of active
channels in W(l). Formally, the channel pruning problem for
the lth layer is

min
W(l)

LM(X(l+1), X̂(l+1))

+ γLDR(P̂ ,D), s.t. ‖W(l)‖0 ≤ ĉl, (5)

where γ is a hyper-parameter that controls the weight of the dual
regression loss (See more discussions on γ in Section V-E).

However, Problem (5) is hard to solve due to the training
difficulty incurred by the �0-norm constraint. To address this,
we adopt a greedy strategy [60], [103], [104] in which we first
remove all the channels and then select the most important
channels one by one.

Following [60], we perform channel selection according to
the gradients w.r.t. different channels.
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Fig. 3. The dual regression based channel pruning method. We evaluate the importance of channels by computing both the feature reconstruction loss LM and
the dual regression loss LDR. Here, X(l+1) and X̂(l+1) denote the output features of the lth layer in the original model and the pruned model, respectively. cl
and ĉl denote the channel number of the lth layer in the original model and the pruned model.

Fig. 4. Overview of most channel number search strategies and our importance-aware search strategy. (a) Some previous works [86], [87] assume that different
channel configurations should be treated individually. For two candidate numbers of channels k1 and k2 (k1 < k2), the selected k2 channels are independent
of the k1 channels. (b) Some other works [65], [88], [89] use the weight-sharing strategy to reduce the search cost. For two candidate numbers of channels k1
and k2 (k1 < k2), the selected k2 channels contain all the k1 channels. The weights of these overlapped channels are shared across different sets of channels
during searching. (c) Based on the weight-sharing strategy, we further propose an importance-aware search strategy to search for a promising/suitable channel
configuration to recognize and reduce layer-wise redundancy. For each candidate number of channels k, we select top-k important channels and ignore the rest of
the redundant channels simultaneously.
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IV. EXPERIMENTS

We conduct extensive experiments to verify the effective-
ness of the proposed methods. First, we evaluate the proposed
dual regression (DR) learning scheme. Second, we compare
the proposed dual regression compression (DRC) method with
different model compression methods. Third, we further apply
our DRC method to compress blind SR models. The source code
is available at https://github.com/guoyongcs/DRC.

A. Datasets and Implementation Details

Based on the dual regression scheme, we build our DRN based
on the design of U-Net for SR [105], [106] (See more details
in the supplementary materials). We first propose two models,
including a small model DRN-S and a large model DRN-L.
We also apply our dual regression scheme to two popular SR
models, i.e., SwinIR [44] and DAT [45]. Then, we use the
proposed dual regression compression method to compress the
DRN-S and SwinIR-light [44] models. By default, we con-
sider the target pruning ratio of 30% in most experiments. We
also conduct additional experiments with other pruning ratios
r ∈ {30%, 50%, 70%} and put the results in supplementary.

Datasets and evaluation metrics: Following [100], we train
our models on DIV2K [107] and Flickr2K [17] datasets, which
contain 800 and 2,650 images separately. For quantitative com-
parison, we evaluate different SR methods on five benchmark
datasets, including Set5 [108], Set14 [109], BSDS100 [110],
Urban100 [111] and Manga109 [112]. Moreover, for the blind
SR setting where the degradation model of each test LR image
is unknown, we use the DIV2KRK [113] dataset to evaluate
the performance of different blind SR methods. To assess the
quality of super-resolved images, we adopt two commonly used
metrics, i.e., PSNR and SSIM [114]. The computational cost
#MAdds are measured on a 96 × 96 LR image.

Training details: During the training of our DRN-S and
DRN-L, we apply Adam [115] with β1 = 0.9, β2 = 0.99 and
set minibatch size as 32. We use RGB input patches with size
48× 48 from LR images and the corresponding HR patches
as the training data, and augment the training data following
the method in [17], [18]. The learning rate is initialized to
10−4 and decreased to 10−7 with a cosine annealing strategy.
To train the SwinIR-DR and DAT-DR models, we follow the
recipe of the training setting of SwinIR [44] and DAT [45],
respectively. As for model compression, following the pruning
pipeline of [60], [104], we take two lightweight models DRN-S
and SwinIR-light [44] as the baselines, and conduct pruning
followed by finetuning. For the blind SR setting, we randomly
generate anisotropic Gaussian kernels to synthetic LR images
from the given HR images following the setting in DCLS [116].
We use the synthetic LR-HR paired data to train and compress
the baseline DCLS [116] model to obtain the lightweight DCLS-
DRC model.

Details of channel number search and channel pruning: We
search the channel numbers in each layer for the compressed
models on DIV2K [107] dataset. We primarily consider remov-
ing r = 30% to obtain more lightweight SR models for both
our DRN-S and the SwinIR-light [44] models. Following [93],

we use zero initialization for the continuous variables α, which
ensures α to receive sufficient learning signal at the early stage.
We use Adam [115] optimizer to train the model with the learn-
ing rate η = 3× 10−4 and the momentum β = (0.9, 0.999). We
train the channel number search model for 100 epochs with
a batch size of 16. The channel number search process takes
approximately 10 hours on a TITAN A100 GPU. As for channel
pruning, we perform dual regression channel pruning to select
important channels on DIV2K [107] dataset. During pruning,
once we remove the input channels of the lth convolution layer,
the output channels of the previous convolution layer can be
removed correspondingly. Once a new channel is selected, to
reduce the performance drop, we apply the SGD optimizer with
a learning rate of 5× 10−5 to update the parameters of selected
channels for one epoch.

B. Comparisons With State-of-the-Art SR Methods

In this experiment, we compare our method with state-of-the-
art SR methods in terms of both quantitative results and visual
results.

For the quantitative comparison, we show the PSNR and
SSIM values of different methods for 4× super-resolution in
Table I. For the quality comparison, we provide visual compar-
isons for our method and the considered methods in Fig. 5. We
put more results in the supplementary materials.

From Table I, our proposed dual regression scheme is able to
boost the training of the SR models. For example, the DAT-DR
model equipped with our dual regression scheme achieves a
better performance than the DAT [45] baseline. When compared
with most state-of-the-art methods, our DAT-DR model con-
sistently achieves the best performance on the five benchmark
datasets. From Fig. 5, models equipped with our dual regres-
sion scheme, including our DRN-L, SwinIR-DR and DAT-DR,
consistently produce sharper edges and shapes for both 4× SR.
Instead, other baselines may produce blurrier ones (See more re-
sults in the supplementary materials). These results demonstrate
the effectiveness of our dual regression scheme.

C. Comparisons With Lightweight SR Models

To demonstrate the effectiveness of our compression method,
we compare our dual regression compression method and several
representative channel pruning methods, including CP [121],
Thinet [58], DCP [60] and SRP [73].

To this end, we apply the considered methods to compress
our DRN-S model and the SwinIR-light [44] model for 4×
SR. As shown in Table II, compared with the competitive
lightweight models [53], [55], [70], [73], the model obtained
by our DRC method is able to achieve better performance in
terms of both PSNR and SSIM. Moreover, when comparing with
different pruning strategies, our DRC is able to achieve lossless
compression even when we consider very lightweight/compact
models that are unlikely to have too much redundancy, e.g.,
SwinIR-light [44]. For example, the compressed SwinIR-light
model (with 635 K parameters) obtained by our DRC scheme
achieves similar performance to the baseline model (with 897 K
parameters). Moreover, we provide visual comparisons for the
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Fig. 5. Visual comparisons of the images produced by different models for 4× image super-resolution on benchmark datasets. We show that all the models
enhanced by our DR consistently produce sharper images, i.e., with more high-frequency information, than their original counterparts.

Fig. 6. Comparisons among different pruning methods based on both DRN-S
and SwinIR-light. Our DRC consistently produces sharper images based on both
DRN-S and SwinIR-light.

compressed SR models obtained by different compression meth-
ods in Fig. 6. Obviously, our DRC models consistently obtain
promising SR images with clearer textures, showing the effec-
tiveness of our proposed dual regression compression method.

D. Model Compression of Blind SR Models

In this part, we investigate the effect of our dual regres-
sion compression (DRC) scheme under the blind SR set-
ting. We further apply our proposed compression scheme to
the blind SR model DCLS [116] to obtain a more compact
model named DCLS-DRC. We compare the compressed DCLS-
DRC with existing state-of-the-art blind SR methods under the
DIV2KRK [113] dataset. As shown in Table III, the compressed
DCLS-DRC model even achieves a better performance than the
baseline DCLS [116] model. Meanwhile, the DCLS-DRC model
achieves the best performance on DIV2KRK [113] with less
computational consumption than most existing blind SR meth-
ods. The results in Tables II and III demonstrate the effectiveness
of our DRC under both the non-blind and the blind settings.

V. FURTHER EXPERIMENTS

We provide more discussions on the proposed methods. First,
we investigate the effect of the dual regression channel number
search method in Section V-A. Second, we conduct ablation
studies on the dual regression learning scheme in Section V-B.
Third, we investigate the effect of the dual regression pruning
method in Section V-C. Fourth, we analyze the effect of the
hyper-parameter λ and γ in Sections V-D and V-E, respectively.
Then, we analyze that the key component of our dual regres-
sion scheme in Sections V-F and V-G. Moreover, we further

TABLE V
THE EFFECT OF THE PROPOSED DUAL REGRESSION LEARNING SCHEME ON

SUPER-RESOLUTION PERFORMANCE IN TERMS OF PSNR SCORE ON THE FIVE

BENCHMARK DATASETS FOR 4× SR

TABLE VI
THE EFFECT OF DUAL REGRESSION CHANNEL PRUNING ON THE MODEL

COMPRESSION PERFORMANCE FOR 4× SR

investigate the effect of an additional cycle constraint on the HR
domain in Section V-H.

A. Effect of Dual Regression Channel Number Search

We conduct an ablation study to verify the effect of our
dual regression channel number search method. To be specific,
we evaluate the baseline compression methods on our DRN-S
model with a 30% compression ratio for 4× SR and show
the experimental results in Table IV. Let “Manually Designed”
denote the compression method that removes a specific number
of channels in each layer (remove 30% channels in each layer).
“Random Searched” denotes the compression method that ran-
domly searches for a candidate scaling factor v to decide the
channel numbers of each layer. As shown in Table IV, we find
that weight sharing is able to greatly reduce the search cost
while obtaining similar search results. More critically, when
comparing the fifth and the sixth rows, the importance-aware
search strategy is particularly effective in finding a smaller
model but with better performance. If we further apply our
dual regression scheme, we obtain the best result among the
considered variants.
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TABLE VII
COMPARISON WITH THE BASELINE THAT USES DIFFERENT DUAL MODELS IN TERMS OF PSNR FOR 4× SR

B. Effect of Dual Regression Learning Scheme

We conduct an ablation study on our dual regression learning
scheme and report the results for 4× SR in Table V. We eval-
uate the dual regression learning scheme on both our DRN-S
and DRN-L models and show the experimental results on five
benchmark datasets. From Table V, compared to the baselines,
the models equipped with the dual regression learning scheme
consistently yield better performance on all five benchmark
datasets. These results suggest that our dual regression learning
scheme improves the reconstruction of HR images by introduc-
ing an additional constraint to reduce the space of the mapping
function. We also evaluate the effect of our dual regression
learning scheme on other models, e.g., SRResNet [32] based
network, which also yields similar results (See more results in
the supplementary materials).

C. Effect of Dual Regression Channel Pruning

In this part, we investigate the effect of the dual regression
channel pruning method. Specifically, we evaluate our methods
on our 4× DRN-S model with compression ratios of 30%, 50%,
and 70%. From Table VI, with the dual regression channel prun-
ing method, we are able to obtain lightweight SR models with
better performance. Besides, the compressed models obtained
by our dual regression channel pruning method consistently
achieve higher SR performance on five benchmark datasets. This
experiment demonstrates the effectiveness of our dual regression
selection method to obtain efficient SR models.

D. Effect of Hyper-Parameter λ in (1)

We conduct an experiment to analyze the effect of the hyper-
parameter λ in (1), which controls the weight of the dual regres-
sion loss. We analyze the effect of λ on the DRN-S and DRN-L
models for 4× SR and compare the model performance on Set5.
From Fig. 7(a), when we increase λ from 0.001 to 0.1, the dual
regression loss gradually becomes more important and provides
powerful supervision. If we further increase λ to 1 or 10, the
dual regression loss term would overwhelm the original primal
regression loss and hamper the final performance. To obtain a
good tradeoff between the primal and dual regression, we set
λ = 0.1 in practice for the training of all DRN models.

E. Effect of Hyper-Parameter γ in (5)

We analyze the effect of the hyper-parameter γ in (5), which
controls the weight of the dual regression loss on channel
pruning. In particular, we investigate the effect of γ on the
three compressed models for 4× SR and compared the model

Fig. 7. Effect of the hyper-parameters λ and γ on the proposed dual regression
learning and dual regression compression method.

performance on Set5. From Fig. 7(b), the compressed models
perform best when γ is set to 1. If we increase or decrease the
hyper-parameter γ, the compressed DRN models consistently
yield worse SR performance on Set5. Therefore, we set γ = 1
in practice to conduct the channel pruning on our DRN models.

F. Effect of the Design of Dual Models

We compare our DRN with a new baseline method, which
uses more powerful CNN networks as the dual model to pro-
vide the supervision signal from the low-resolution images.
Experimental results in Table VII show that the simple dual
models CNN networks are able to enhance SR performance.
With more powerful dual models, the baseline model achieves
similar improvement in performance. These results demonstrate
that the closed form of our dual regression scheme is the key
reason to boost the SR model training, instead of the design of
the structure of dual models.

G. Effect of the Progressive Dual Models

To investigate the effect of the progressive manner in our
dual regression, we compare the baseline model that uses a
single dual model that directly downsamples the images into
the target resolution without the progressive scheme. As shown
in Table VII, the baseline model without the progressive manner
achieves a comparable performance. This model still achieves
better performance compared with the baseline model without
using the dual regression scheme. Moreover, we also investigate
the effect of our dual regression scheme on transformer-based
models, such as SwinIR [44] and DAT [45]. As shown in Table I,
the models with a single dual model (i.e., DAT-DR) also achieve
a significant improvement over the DAT [45] baseline model
without the dual regression scheme. These results demonstrate
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TABLE VIII
THE EFFECT OF THE DUAL REGRESSION LOSS ON HR DATA FOR 4× SR

that the closed-loop formulation of our dual regression scheme
is the key factor for boosting the learning of SR models.

H. Effect of Dual Regression on HR Data

Actually, we can also add a constraint on the HR domain
to reconstruct the original HR images. In this experiment, we
investigate the effect of the dual regression loss on HR data and
show the results in Table VIII. For convenience, we use “DRN-S
with dual HR” to represent the model with the regression on both
LR and HR images. From Table VIII, “DRN-S with dual HR”
yields approximately 2× training cost of the original training
scheme but very limited performance improvement. Thus, we
only apply the dual regression loss to LR data in practice.

VI. CONCLUSION

In this paper, we have proposed a novel dual regression
learning scheme to obtain effective SR models. Specifically, we
introduce an additional constraint by reconstructing LR images
to reduce the space of possible SR mapping functions. With
the proposed learning scheme, we can significantly improve
the performance of SR models. Based on the dual regression
learning scheme, we further propose a lightweight dual regres-
sion compression method to obtain lightweight SR models. We
first present a dual regression channel number search method to
determine the redundancy of each layer. Based on the searched
channel numbers, we then exploit the dual regression scheme to
evaluate the importance of channels and prune those redundant
ones. Extensive experiments demonstrate the superiority of our
method over existing methods.
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